Monthly Forecasting of Water Quality Parameters within Bayesian Networks: A Case Study of Honolulu, Pacific Ocean
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Abstract

This study investigates the efficiency of Bayesian network (BN) and also artificial neural network models for predicting water quality parameters in Honolulu, Pacific Ocean. Monthly forecasting of three important characteristics of water body including water temperature, salinity and dissolved oxygen have been taken under consideration. Two separate strategies were applied in which the first strategy was related to prediction of the water quality parameters based on previous time series of the same variable. In the second strategy, an attempt was made to forecast DO using different affecting parameters such as temperature, salinity, previous time series of DO, and amount of chlorophyll. The efficiency of the models were assessed by using error measures. Results revealed that the BN models are superior over the ANN models in case of temperature and DO forecasting. Also, it was found that the first strategy is more efficient than the second strategy for predicting DO concentration. The best BN models for temperature, salinity and DO were achieved when time series of the same parameter up to 3, 2, and 3 previous months applied as input variables respectively. Overall, it can be concluded that BN and ANN models can be successfully applied for water quality modelling and forecasting in coastal waters. Moreover, the current study demonstrated that the BN models have a great ability dealing with time series including incomplete or missing data.
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1. Introduction

Water quality in coastal and ocean waters is a key element for environmental management and safe aquatic life. A beforehand knowledge of water quality parameters can provide useful information for environmental management and planning. Water quality studies and monitoring programs are being increasingly used due to an increase in water pollution incident. In this regard, many researchers developed different models to predict different water quality parameters in rivers and oceans. Regarding water quality in coastal and estuarine waters, a wide variety of parameters can be influential which finding an exact relationship among them is not an easy task. Traditionally, the methods applied for water quality modelling and forecasting were based on linear relationships which mainly were not accurate enough due to ignoring nonlinear relationships among the variables [1].

Over the past several decades, many statistical analyses and artificial intelligence modelling methods have been successfully applied for water quality time series prediction. Jayawardena and Lai (1989) applied Auto-Regressive Integrated Moving Average (ARIMA) model to predict future water quality in Pearl River of China [2]. To predict water parameters such as BOD, electrical conductivity and chloride, Ahmad et al. (2001) developed the multiplicative ARIMA models for the river Ganges in India [3]. Chau (2006) reviewed the integration of AI techniques including knowledge-based system, genetic algorithm, artificial neural network, and fuzzy inference system into water quality modeling [4]. Said et al. (2011) used hydrographic data in order to investigate changes in Atlantic water characteristics.
as a result of natural and anthropogenic activities [5]. Faruk (2010) proposed a hybrid ARIMA and neural network model gaining linear advantage of traditional ARIMA models and nonlinear feature of ANN models [6]. The proposed model was employed for predicting waters quality parameters of water temperature, boron, and dissolved oxygen. The results demonstrated superiority of the hybrid model over the ARIMA models and the ANN models. Gazzaz et al. (2012) applied fully-connected, three-layer perceptron neural network model for computing the water quality index [7]. The data obtained from Kinta River in Malaysia was used as case study. To compute the water quality index, data related to more than 20 water quality parameters recorded in the river were applied during the modelling process. Findings of this study revealed that the ANN can be successfully applied for predicting the water quality index. In other study for the Stillaguamish River in Washington, Arya and Zhang (2015) employed predictive models using order series method (OSM) for investigating the normality assumption, water quality parameters such as temperature and dissolved oxygen have been taken under consideration [8]. Gao et al. (2015) developed a Bayesian regularized back propagation ANN model for predicting monthly chlorophyll-a concentration in Meiliang Bay, Lake Taihu [9]. Alizadeh and Kavianpour (2015) developed wavelet-ANN models for daily forecasting of temperature, DO and turbidity in Hilo Bay, Pacific Ocean [1]. In this study, performance of ANN models and wavelet-ANN models for water quality forecasting have been investigated in which the results indicated outperformance of wavelet-ANN models compared with the ANN models. Heddam and Kisi (2017) investigated performance of extreme learning machine as a new approach for modelling dissolved oxygen concentration [10]. The results demonstrated high efficiency of the proposed approach for modelling in river ecosystem. Solgi et al. (2017) employed two types of predictive models called support vector regression (SVR) and adaptive neural fuzzy inference system (ANFIS) for predicting Biochemical Oxygen Demand (BOD) in Karun River, Iran. In order to improve performance of the models, they decomposed input time series by wavelet transform and selected efficient sub-signals using principle component analysis (PCA). The results of the models showed that the SVR model outperforms the ANFIS model. Also, it was found that combining the SVR with the wavelet transform (WSVR) was a good idea to improve the prediction of the BOD value in Karun River [11].

However, the previous models ignore uncertain entity embedded in sensors and instruments in measuring procedure. Therefore, they suffer lack of accurate predictions for water quality parameters and further investigations with considering uncertain inherent of the data including missed data, errors in measurements, or access to the measured data (Deng et al., 2015). In recent years, Bayesian Network (BN) models showed great ability in time series prediction including missing or incomplete data, uncertain, nonlinear and complex relationship among variables [12]. Alizadeh et al. (2017b) indicated that BN models outperforms the ANN models when applied for predicting of longitudinal dispersion coefficient [13]. Also, BN models have been applied to various problems, optimum management of groundwater contamination, nonlinear time series and spatio-temporal drought forecasting [14, 15,16].

The main objective of this study is to provide forecasting models for water quality parameters using Bayesian networks. An attempt is made to develop models with acceptable accuracy and also to handle uncertainty of the forecasts. In this study, monthly time series of temperature, DO, salinity and the amount of chlorophyll are considered as the water quality parameters. The study is carried out for a case study of Honolulu, Pacific Ocean. The results obtained through the BN models are compared with those of the ANN models. The rest of the paper is organized as follows. Section 2 describes ANN, BN theories, water quality parameters, data and the study area. Section 3 explains the modelling strategy and how ANN and BN models applied for this study. Results of the ANN and BN models are discussed in Section 4. Finally, Section 5 summarizes the major remarks of the study.

2. Material and Methods

2.1. Artificial Neural Networks (ANNs)

An ANN is a ‘black box’ approach which has great capacity in predictive modelling. It is a proper mathematical structure having an inter-connected assembly of simple processing elements or nodes. A feed forward neural network (FFNN) model, consisting of multiple layers of nodes in a directed graph, utilizes a supervised learning technique called back propagation for training the network [17]. Depending on the techniques to train a FFNN model, different algorithms of back propagation and metaheuristics can be employed [18]. The metaheuristic algorithms have more computational cost and complexity than the back propagation algorithms. Therefore, the Levenberg–Marquardt technique (a simplified version of Newton method) as a back propagation algorithm is applied in this study to train the ANN models. The simplicity, low computational cost and acceptable reliability of the algorithm made it as a popular training algorithm of ANN models. Basically, an ANN model can be mathematically formulated as:

\[ y = \phi \left( \sum_{i=1}^{n} w_i x_i + b \right) \]  

(1)

In which \( w_i = \) the weight of the input node of \( x_i \), \( b = \) the bias, \( \phi = \) the activation function and \( n = \) number of data samples [19]. More information related to ANNs can be found in [20, 21].
2.2. Bayesian Networks (BNs)

A Bayesian network is a probabilistic graphical model (a type of statistical model) that represents a set of random variables and their conditional dependencies via a directed acyclic graph (DAG). Formally, Bayesian networks are DAGs whose nodes represent random variables in the Bayesian sense: they may be observable quantities, latent variables, unknown parameters or hypotheses. Edges represent conditional dependencies; nodes that are not connected represent variables that are conditionally independent of each other. Each node is associated with a probability function that takes, as input, a particular set of values for the node’s parent variables, and gives (as output) the probability (or probability distribution, if applicable) of the variable represented by the node. A BN is composed of: (a) a set of variables and a set of directed links between the variables; (b) a set of mutually exclusive and exhaustive states for each variable; and (c) an assigned conditional probability for each variable with ‘parents’, which will be defined shortly. The relations between the variables in a BN are expressed in terms of family relationships, where a variable A1 is said to be the parent of B (B the child of A1) if the link goes from A1 to B. The dependencies are quantified by conditional probabilities for each node given its parents in the network. These dependencies are quantified through a set of CPTs (Conditional Table of Probabilities); each variable is assigned a CPT of the variable given its parents. In the case of a variable with no parents, the conditional probability structure reduces to the unconditional probability (UP) of that variable [22].

The Ups of the basic input parameters, often, are not known a priori, consequently, equal weights (1/n, where n is number of category considered for each basic input) can be assigned using the principle of insufficient reasoning [23]. In a BBN analysis, for n number of mutually exclusive parameters \(X_i\) \((i = 1, 2, \ldots, n)\), and a given observed data \(Y\), the updated probability is computed by:

\[
p(X_i | Y) = \frac{p(Y | X_i)p(X_i)}{\sum_j p(Y | X_j)p(X_j)}
\]

In which \(p(X_i | Y)\) is the posterior occurrence probability of \(X_i\) given the condition that \(Y\) occurs, \(p(X_i)\) is the prior occurrence probability of \(X_i\), \(p(X_j)\) stands for the marginal (total) occurrence probability of \(Y\) and is effectively constant since the obtained data is in hand, and \(p(Y | X_j)\) refers to the conditional occurrence probability of \(Y\) given that \(X_j\) occurs too (it is often viewed in this sense as the likelihood distribution) [24].

2.3. Study Area and Data

Generally, water quality consists of a wide variety of variables that covers physical, chemical and biological parameters. Some of these variables are mutually interrelated. In this study, four water quality variables including water temperature (T), DO, chlorophyll (Ch), and salinity (S) are applied. These are monthly average values of data recorded at 12 o’clock. These data were obtained from water quality buoy of WQB-KN at the Kilo Nalu Nearshore Reef Observatory, near Kakaako Waterfront Park in Honolulu (21.2887\(N\) and 157.865\(W\)). The data are available following the web server of (http://oos.soest.hawaii.edu/dchart/). The water quality buoys (WQB) are part of the Pacific Islands Ocean Observing System (PacIOOS) and are designed to measure a variety of ocean parameters at fixed points. PacIOOS is one of the eleven regional observing programs in the U.S. which is supporting the emergence of the U.S. Integrated Ocean Observing System (IOOS®) under the National Oceanographic Partnership Program (NOPP). Figure 1 illustrates the location of water quality buoy in Oahu, Honolulu County, and Pacific Ocean.
The data consist of monthly values of the above-mentioned parameters from Aug. 2008 to Sep. 2014. These values were measured in the depth of 1 meter below the mean surface level (z = -1 m). The number of water samples selected for the predictive models are 74. In the data sets, the data records of water quality parameters for about 12 months is not available. Monthly time series of the water quality parameters are depicted in Figure 2. Also, missing data can be observed in Figure 2.

![Monthly time series of temperature](image1)
![Monthly time series of salinity](image2)
![Monthly time series of DO](image3)
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**Figure 2. Monthly time series of a) temperature, b) salinity, c) DO and d) chlorophyll**

The statistical analysis of the data have been carried out using basic statistical measures including average (‘Mean’), standard deviation (‘Sd’), skewness coefficient (‘Csx’), minimum (‘Min’) and maximum (‘Max’). These indices for the monthly datasets are presented in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Sd</th>
<th>Csx</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature [°C]</td>
<td>23.4</td>
<td>28.2</td>
<td>25.3</td>
<td>1.04</td>
<td>0.435</td>
</tr>
<tr>
<td>Salinity [psu]</td>
<td>28.2</td>
<td>35.4</td>
<td>34.8</td>
<td>1.22</td>
<td>-4.588</td>
</tr>
<tr>
<td>DO [kg/m³]</td>
<td>6.6e-4</td>
<td>9.7e-3</td>
<td>6.3e-3</td>
<td>1.5e-3</td>
<td>-0.218</td>
</tr>
<tr>
<td>Chlorophyll [kg/m³]</td>
<td>6.9e-8</td>
<td>4.8e-5</td>
<td>2.5e-6</td>
<td>7.8e-6</td>
<td>5.041</td>
</tr>
</tbody>
</table>

### 3. Modelling Strategy

Generally, the models applied for water quality prediction can be grouped in two types. First type employs different influential variables for the target prediction. In other words, values of several variables in time t are used to predict the target variable in time t. As they do not consider the correlation of the previous time steps, they cannot be suitable for future time series forecasting. The other type applies the previous time series of the same variable for the same variable prediction in the upcoming time [25-30]. In this study, two strategies are applied which in the first strategy ANN and BN models are employed to predict monthly values of temperature, salinity and DO using the preceding time series of the same parameter. In the other strategy, preceding time series of DO as well as time series of temperature, salinity and chlorophyll in the present and previous months were applied as input variables in order to predict DO in the current time step. The data were divided into training (80%) and testing sets (20%). In the ANN
models, the number of neurons in the hidden layer was 8. To achieve the most accurate model for each parameter, different models applying different time lags of the variable were examined. In the first strategy, preceding time series of temperature, salinity and DO up to 3 months ago were applied as input variables. Structure of the ANN and BN models developed for DO(t) forecasting with three input variables of DO(t-1), DO(t-2) and DO(t-3) is shown in Figure 3. DO(t-1) ...DO(t-3) represents values of DO up to three time lags. For two other parameters including temperature and salinity a similar structure have been taken under consideration.

Figure 3. A schematic of the structure of the a) ANN model, b) BN model

In the BN model developed in this study, the state of the parameter DO in time t depends on the states of three other parameters: DO(t-1), DO(t-2) and DO(t-3). Therefore, DO(t) is considered conditionally dependent on the states of DO in preceding time steps. In Figure 2 the dependence between the variables is indicated by a simple graph, where the parameters are represented by nodes and their mutual dependences by arrows. Note that the directions of arrows indicate the cause-effect processes and their feasibility.

Another strategy in the model development was to consider other parameters such as temperature, salinity and chlorophyll as well as preceding time series of DO to predict DO values in time t. In this regard, different combinations of the variables have been examined to achieve the most accurate ANN and BN models. Fig. 4 gives an example of the structure of ANN and BN models for this purpose. It should be pointed out that the ANN and BN models in Figure 4 have different input variables in their structures. Referring to the graph in Fig. 4b, it is clear that, changes in T(t), Ch(t), T(t-1) and/or DO(t-1) values can all affect DO(t), a reverse process is not feasible. Moreover, in Figure 4 there is no dependency between S(t) and DO(t).

Figure 4. An example of the structure of a) ANN and b) BN models for the second strategy

The performance of the developed models was evaluated by using error measures such as the correlation coefficient (CC), the root mean square error (RMSE) and mean absolute error (MAE). In brief, the models’ predictions are optimum if CC, RMSE and MAE are found to be close to 1, 0, and 0, respectively. These parameters are defined as:

\[ CC = \frac{\sum_{i=1}^{n} (y_i(\text{observed}) - \bar{y}(\text{observed})) (y_i(\text{predicted}) - \bar{y}(\text{predicted}))}{\sqrt{\sum_{i=1}^{n} (y_i(\text{observed}) - \bar{y}(\text{observed}))^2} \sum_{i=1}^{n} (y_i(\text{predicted}) - \bar{y}(\text{predicted}))^2} \]  

(3)

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i(\text{observed}) - y_i(\text{predicted}))^2}{n}} \]  

(4)

\[ MAE = \frac{\sum_{i=1}^{n} |y_i(\text{observed}) - y_i(\text{predicted})|}{n} \]  

(5)

Where n is the number of data, and denotes the output variable.

It should be mentioned that the ANN models were developed creating a program code via MATLAB software and the BN models were implemented in the Hugin Lite 8.3 software.
4. Results and Discussion

Results related to temperature and salinity forecasting models which developed based on the first strategy (using the preceding time series of the same variable) are presented in subsection 4.1. Results of DO forecasting models which developed using two distinguished strategies are presented in subsection 4.2.

4.1. Temperature and Salinity Forecasting Models

In this part, an attempt was made to develop monthly forecasting models for temperature and salinity using preceding time series of the target variable in the input structure of the ANN and BN models. For predicting temperature, three different ANN and BN models were developed in which the first model only had \( T(t-1) \) as input variable. The second and third models applied up to two time lags (\( T(t-1) \) and \( T(t-2) \)) and three time lags (\( T(t-1), T(t-2) \) and \( T(t-3) \)) respectively to predict \( T(t) \). A similar procedure has been carried out for salinity forecasting. Table 2 presents the results related to CC, RMSE and MAE of different ANN and BN models developed for temperature and salinity predictions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Time lag (Input)</th>
<th>Output</th>
<th>ANN model</th>
<th>BN model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(t-1) (t-2) (t-3)</td>
<td></td>
<td>CC RMSE MAE</td>
<td>CC RMSE MAE</td>
</tr>
<tr>
<td>Temperature</td>
<td>✓ ✓ ✓</td>
<td>( T(t) )</td>
<td>0.13 1.24 1.099</td>
<td>0.833 0.675 0.592</td>
</tr>
<tr>
<td>Salinity</td>
<td>✓ ✓ ✓</td>
<td>( T(t) )</td>
<td>0.732 0.83 0.746</td>
<td>0.92 0.477 0.372</td>
</tr>
<tr>
<td></td>
<td>✓ ✓ ✓</td>
<td>( S(t) )</td>
<td>0.904 0.532 0.431</td>
<td>0.92 0.472 0.36</td>
</tr>
<tr>
<td></td>
<td>✓ ✓ ✓</td>
<td>( S(t) )</td>
<td>0.884 1.004 0.586</td>
<td>1.94 1.256</td>
</tr>
</tbody>
</table>

It can be derived from Table 2 that both of the soft computing techniques (ANN and BN) applied in this study provide a reasonable prediction of water temperature and salinity. High values of CC and low values of RMSE and MAE for both temperature and salinity forecasting demonstrate the efficiency of the proposed models. For temperature forecasting the best model performance was achieved when time series of temperature up to three precedent months were applied as input variables. The correlation coefficient of the ANN and BN models for this case is higher than 0.9 which indicate the great ability of the developed models. In this case, the RMSE and MAE are the least. For salinity forecasting the model including only \( S(t-1) \) in its input structure shows the best performance. This model has the highest values of correlation coefficient and the lowest values of RMSE and MAE. A comparison between the accuracy of the ANN and BN models reveals that for the temperature forecasting the BN model outperforms the ANN model whereas for the salinity forecasting the ANN model is superior over the BN model. The best ANN and BN models for temperature forecasting have a CC of 0.9 and 0.9 respectively. Moreover, their RMSE and MAE are equal to 0.53, 0.47, 0.43 and 0.36 respectively. For the salinity predictions the values of CC, RMSE and MAE for the ANN model are 0.88, 1 and 0.46 and for the BN model are 0.58, 1.94 and 1.25. Scatterplots of the best ANN and BN models for the temperature and salinity forecasting illustrated in Figures 5 and 6 respectively. It is noteworthy that all the results presented in this study obtained for testing set.

![Figure 5. Scatterplots of the best a) ANN and b) BN models for the temperature during testing period](image-url)
Figure 6. Scatterplots of the best a) ANN and b) BN models for the salinity during testing period

To provide more comparison, time series of the observed and predicted values of temperature obtained by the best ANN and BN models depicted in Figure 7. Also, the time series of salinity for testing set obtained through the best ANN and BN models are shown in Figure 8.

![Figure 7. Time series of the monthly temperature obtained during testing set](image)

![Figure 8. Time series of the monthly salinity obtained during testing set](image)

It can be derived from Figures 7 and 8 that an accurate prediction of monthly temperature and salinity can be achieved by using the soft computing techniques (ANN and BN models). For predicting temperature, a very high correlation between predicted and measured data can be observed when BN model is applied. For salinity prediction, the ANN model provide a high accurate prediction. Generally, the ANN model for both temperature and salinity forecasting a slightly overestimate the target values. Regarding BN model, no general conclusion can be extracted.
4.2. DO Forecasting Models

To predict monthly time series of DO, two kinds of strategy have been taken under consideration. In the first one, the procedure was similar to the previous subsection in which preceding time series of the DO were applied to predict DO in time step t. In the latter strategy, some other variables such as temperature, salinity and the amount of chlorophyll were added to the input structure. Table 3 presents results of the ANN and BN models developed for monthly forecasting of DO and during testing set. For all the developed models for DO forecasting, DO(t) was considered as target value (models’ output).

Table 3. Results of the ANN and BN models for DO forecasting and for testing set

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Input variables</th>
<th>ANN model</th>
<th>BN model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CC</td>
<td>RMSE</td>
</tr>
<tr>
<td>1</td>
<td>DO(t-1)</td>
<td>0.544</td>
<td>1.82e-4</td>
</tr>
<tr>
<td>2</td>
<td>DO(t-1), DO(t-2)</td>
<td>0.56</td>
<td>1.48e-4</td>
</tr>
<tr>
<td>3</td>
<td>DO(t-1), DO(t-2), DO(t-3)</td>
<td>0.617</td>
<td>1.47e-4</td>
</tr>
<tr>
<td>4</td>
<td>Ch(t), S(t), T(t)</td>
<td>0.142</td>
<td>2.2e-3</td>
</tr>
<tr>
<td>5</td>
<td>Ch(t), S(t), T(t), DO(t-1)</td>
<td>0.317</td>
<td>8.01e-4</td>
</tr>
<tr>
<td>6</td>
<td>Ch(t), T(t), T(t), DO(t-1)</td>
<td>0.077</td>
<td>4.18e-4</td>
</tr>
<tr>
<td>7</td>
<td>DO(t-1), DO(t-2), T(t), T(t), Ch(t)</td>
<td>0.219</td>
<td>3.4e-4</td>
</tr>
</tbody>
</table>

According to Table 3, models which developed following the first strategy provide more accurate prediction of DO than those models applying the second strategy. Moreover, the best BN model outperforms the best ANN models for both strategies. The highest correlation coefficient (0.634) was achieved for model No. 3 when three previous time steps of DO time series were applied as input parameters/parents in ANN/BN model. Overall, the best model for DO forecasting has RMSE and MAE of 1.27e-4 and 9.6e-5 respectively. It was found during modelling procedure that including chlorophyll in model development does not affect the model’s performance significantly. Anyhow, including chlorophyll improves a little the model’s efficiency. Also, the best BN model developed based on the second strategy does not have salinity as parent or effective parameter. In the second strategy, the best ANN and BN models have different input variables. In this regard, model No. 6 for the BN and model No. 7 for the ANN model gives the best performance. To provide more comparison, the prediction accuracy of different models illustrated in Figure 9.

![Figure 9. Comparison of different ANN and BN models’ efficiency for DO forecasting](image-url)
Regarding Figure 9 it can be concluded that models No. 4 and 5 are not efficient models for DO forecasting. Therefore, excluding previous time series of DO in the input structure affect the models’ performances negatively. It can be derived that without previous time series of DO, an accurate prediction model for DO forecasting cannot be achieved. Overall, the BN models applied in this study are superior over the ANN models. Regardless models No. 4 and 5, all the other BN models outperform the ANN models. These BN models have higher values of CC and lower values of RMSE and MAE. Scatterplots of the best ANN and BN models obtained from the first and the second strategy are shown in Figures 10 and 11 respectively.

![Figure 10. Scatterplots of the best a) ANN and b) BN models for DO forecasting based on the first strategy](image)

![Figure 11. Scatterplots of the best a) ANN and b) BN models for DO forecasting based on the second strategy](image)

As it can be seen from Figures 11 and 12, the best correlation is derived for the first strategy and BN model. The highest $R^2$ which equals 0.402 is belong to the BN model developed based on the first strategy. Therefore, applying previous time series of DO with the BN model can provide an acceptable prediction of DO for one time step ahead (here one month ahead of time). Figure 12 illustrates the time series of observed DO and predicted values obtained by the best ANN and BN models.
Figure 12. Time series of the monthly DO obtained through a) the first strategy and b) the second strategy during testing set

Figure 12 demonstrates that applying the first strategy to develop forecasting DO model is superior over the second strategy. A relatively good agree between predicted and observed values of DO can be obtained for the ANN and BN models developed based on the first strategy. Overall, the BN models for both strategies overestimate the DO values while the ANN models underestimate for the first strategy and overestimate for the second one. The best BN model obtained from the first strategy provides an accurate prediction for average to high values of DO. For low values of DO, applying the BN model based on the second strategy can be helpful.

There was a number of incomplete time series or missed data (e.g. 6 months missing data of all the variables in the year 2014) that makes it more complex to give an acceptable prediction for water quality parameters. Anyhow, the proposed BN model showed a great ability dealing with time series including missing data. Therefore, BN models can be successfully applied for predicting time series with missing data, nonlinear problems and variables with interrelated and complex relationships.

5. Conclusion

In the current study, an attempt was made to performance of two types of data driven models including ANN and BN models for predicting water quality parameters. The monthly data such as salinity, temperature, DO and the amount of chlorophyll recorded in Honolulu, Pacific Ocean were applied for model development. The main purpose of this study was to develop models which can provide accurate prediction of the DO, salinity and temperature. Moreover, an attempt was made to investigate capability of the BN models in dealing with incomplete time series or missing data. Generally two types of forecasting models were developed in which one type of the models was constructed only using the previous time series of the target variable as input. The second type was implemented by combining other parameters in the present and previous time steps and also previous time series of the target variable as input parameters. Results of the different models were evaluated by using error measures.

Results of this study revealed that the proposed models can be successfully applied for water quality prediction. Overall, the BN models were found to be more efficient than the ANN models. Anyhow, for salinity prediction, the ANN model outperformed the BN model. The best models for temperature and salinity were obtained when the time series of three and two preceding months respectively applied as input parameters. The best BN models for DO forecasting had three previous time steps of DO in its input structure. It was found that the first strategy applied for DO prediction is more efficient than the second one which combines different other water quality parameters. For temperature and salinity forecasting, a very high correlation between observed and predicted values can be derived. The correlation coefficient of the best model for temperature and salinity has correlation coefficient higher than 0.9. Moreover, the RMSE and MAE for these models are low. For predicting average and high values of DO, the BN model provides an accurate prediction. On the other hand, the ANN model gives an acceptable prediction for low values of DO.

Finding of this study demonstrated that BN models are powerful tools dealing with incomplete time series or missing data. They have a great ability in finding the relationship between complex, nonlinear and interrelated parameters. Also, it was obtained during modelling procedure that BN models are strongly dependent on input variables and relationship defined among variables (structure learning). Generally, it can be concluded that an acceptable forecasting of water quality parameters in one month ahead of time can be achieved by using BN models and only previous time series of the same variable. This can be helpful in environmental management, ocean
monitoring programs and fishery sciences. It is suggested to investigate the effect of some other parameters such as significant wave height, wind speed and some other water quality parameters in order to increase the accuracy of the forecasting models of water quality parameters.
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