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Abstract 

This article presents the relationship between the Oceanic Nino Index (ONI) and monthly rainfall on the southern and 

eastern coast of Thailand, specifically in Narathiwat, Pattani, and Yala provinces, where influences have been commonly 

observed. This research aims to study the relationship between the Oceanic Nino Index (ONI) and monthly rainfall to 

develop a model for predicting monthly rainfall. Despite previous related research, there has been no in-depth study on the 

relationship between the Oceanic Nino Index (ONI) and monthly rainfall in areas adjacent to the sea. The correlation 

coefficient was used to determine the relationship, revealing that the ONI value is significantly correlated with the amount 

of rainfall in the current month and the following month. This correlation paved the way for developing a model to predict 

monthly rainfall. Multiple linear regression, recurrent neural networks, and long short-term memory models were 

employed for this purpose. The study found that utilizing a recurrent neural network yielded the best prediction efficiency, 

with Mean Absolute Error (MAE) values of 112.76 mm for Narathiwat province, 81.06 mm for Pattani province, and 97.67 

mm for Yala province. 

Keywords: Rainfall Prediction; Oceanic Nino Index; Eastern Sea Coast; Deep Learning. 

 

1. Introduction 

Global climate change is a problem affecting everyone, with severe floods and droughts resulting from El Niño and 

La Niña events. It has become more frequent since the 1960s [1] and tends to cause higher salinity levels [2]. Therefore, 

rainfall forecasts are essential, and highly accurate forecasts can reduce the risk of damage caused by disasters, including 

floods and droughts. An essential index for measuring climate variation is the Oceanic Nino Index (ONI), which NOAA 

uses to track the El Niño-Southern Oscillation (ENSO) climate. The index value An ONI index of +0.5 or higher means 

El Niño is occurring, and an ONI index of -0.5 or lower means La Niña [3-5] is occurring. This variation will affect the 

climate and become the leading cause of significant impacts on the world's ecosystems and society [6]. This index value 

can be predicted in advance, both by relevant agencies and from currently available research results [7, 8]. 

In the past, research and evaluation of impacts caused by ONI included analysis and prediction of rainfall by the 

ONI index using correlation coefficients and deep learning [9]. In Thailand, more research still needs to be done. There 

is supporting data that the relative Niño3.4 index is more consistent with impacts on rainfall and will be more helpful in 

preparing for El Niño and La Niña events in a changing climate [10]. However, in-depth knowledge must be used 

through a multi-layer artificial neural network tool to study more comprehensively and fully understand the effects of 

ENSO through deep learning models and complex patterns in the context of climate prediction. Deep learning can model 
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complex climate systems and predict future weather conditions. From the compilation of past statistics, the most 

common meteorological fields in numerical weather prediction are wind predictions, and the second is rainfall [11]. 

Many other studies use deep learning to create flood and drought disaster models and provide high accuracy [12–14]. 

This research studied the Analysis and Prediction of Rainfall with Oceanic Nino Index and Climate Variables Using 

Correlation Coefficient and Deep Learning in a case study of the southern region of the eastern sea, in the areas of 

Pattani province, Yala province, and Narathiwat province in Thailand, where it is necessary to know advance rain 

forecast information for people to use in planting planning because this area is an agricultural area where many types of 

crops are grown and each of which has different water needs [15]. In some growing seasons, there is not enough water 

for agriculture. In the areas of Narathiwat, Pattani, and Yala provinces, there are 3 important rivers: the Pattani River 

[16], the Sai Buri River, and the Kolok River [17]. The Kolok River is the river that separates the border between 

Thailand and Malaysia, which is the end of the Kolok River in Narathiwat Province. This makes it difficult to predict 

the amount of water and manage it if the El Niño and La Niña phenomena occur. In some years, there will be a La Nina 

phenomenon, and there will be much rain in the area. On the other hand, if there is an El Niño phenomenon that year, it 

causes a low amount of rain. This is why farmers in the area cannot cope with such problems, resulting in damage to 

agricultural products. 

The authors aimed to study the relationship between the Oceanic Niño Index (ONI) and monthly rainfall in 

Narathiwat, Pattani, and Yala provinces. Using the obtained relationship, we developed a model to predict monthly 

rainfall using multiple linear regression, recurrent neural networks, and long-term short-term memory, comparing the 

predictive performance of each model. 

2. Related Work 

In literature related to the impact of the Oceanic Nino Index on rainfall, we found that Hidayat et al. [18] found that 

ENSO and IOP significantly impacted rainfall and developed a model for predicting rainfall in Northwestern Java and 

Makassar in Indonesia from September to November. It was found that one-month forecasts had correlations of 

approximately 0.72 and 0.80 for the Northwestern Java and Makassar areas, respectively. Similarly, Irwandi et al. [19] 

studied the effects of El Niño-Southern Oscillation (ENSO) on rainfall in North Sumatra, Indonesia, from 1981 to 2016. 

They found that if the El Niño phenomenon occurs, the summer will be longer and the rainy season will be shorter, 

causing a decreasing amount of rainfall during December–February (DJF), June–August (JJA), and August–November 

(SON) and a decreasing amount of rain by approximately 7% per year. On the other hand, if the La Nina phenomenon 

occurs, the rainy season will be longer and the summer will be shorter, causing an increase in the amount of rain during 

December–February (DJF) and June–August (JJA), and the increasing amount of rain will be approximately 6% per 

year. Ueangsawat et al. [20] presented the impact of ENSO on temperature and rainfall variations in Chiang Mai, the 

upper northern province of Thailand, from 1988 to 2011. From the study, they found that ENSO significantly affects 

rainfall, with the highest El Niño effects typically occurring between March and September. In contrast, La Niña usually 

has its highest impact from January to December. 

From the previous research on rainfall prediction, we found that various traditional mathematical models were used, 

such as multiple linear regression [21, 22]; and fuzzy logic [23, 24] with data imports such as temperature, humidity, 

pressure, and wind speed. However, in the past few years, machine learning (ML) and artificial neural networks have 

become increasingly popular in hydrology prediction, water quality prediction, business, and others; it is a self-learning 

model. It is a branch of artificial intelligence that can find non-linear relationships between inputs and outputs without 

using relationships between physical variables. Machine learning can be used for rainfall prediction [25, 26], runoff 

prediction [27, 28], salinity or water quality [29–31], and flood prediction [32, 33]. ML has many advantages, such as 

low complexity, low cost, and many models to choose from according to the suitability of the research. For this reason, 

ML is used to predict rainfall. For example, Htike & Khalifa [34] used annual and monthly rainfall data for rainfall 

forecasting. They trained Focused Time Delay Neural Networks (FTDNN). When trained on annual rainfall data, the 

FTDNN model gave the highest prediction accuracy. Hong [35] used a support vector machine to predict hourly rainfall 

using rainfall data obtained from August 1985 to August 1997, divided into three phases: training (300 hours), 

verification (206 hours), and testing (167 hours). The study found high prediction accuracy. Sivapragasam et al. [36] 

developed a rainfall and runoff prediction model in Singapore using singular spectrum analysis (SSA) with a support 

vector machine (SVM). The study found that the correlation coefficient is 0.70. Li et al. [37] developed a rainfall 

prediction model for 1, 3, and 6 months using wavelet analysis and support vector machines together in Qilian, 

Yeniugou, and Tuole stations of the Qilian Mountains, China. It was found that Qilian Station had correlation coefficient 

values of 0.915, 0.917, and 0.916, respectively. 

However, deep learning is currently being used to predict rainfall. There are many types of deep learning, such as 

convolutional neural networks (CNN) [38], recurrent neural networks [39], and long-short-term memory [40]. Deep 

learning has the advantage of handling extensive, complex data. This is difficult for traditional machine learning 

algorithms to process, which is why there is now more and more research on deep learning. For example, Van et al. [41] 

applied a 1D convolutional neural network to predict runoff from rainfall using 1996–2011 data in Chau Doc and Can 
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Tho, Vietnam. The ReLU activation function was chosen from the study. The study found that the correlation coefficient 

value was more significant than 0.9. Haidar and Verma [42] also applied CNN to predict rainfall in Innisfail, Australia, 

using data from 2001–2012, which included imported weather variables such as the Southern Oscillation Index (SOI), 

Nino 1.2, Nino 3.0, Nino 3.4, Nino 4.0, Dipole Mode Index (DMI), and interdecadal. 

3. Study Area and Data Set 

This study focuses on the eastern coast of Thailand. It consists of Narathiwat province, which has an area of 

approximately 447,500 ha; Pattani province, which has an area of approximately 194,000 ha; and Yala province, which 

has an area of approximately 452,100 ha, as shown in Figure 1. 

 

Figure 1. Location of this study 

The climate data used, such as rainfall, temperature, relative humidity, amount of water evaporation, wind direction, 
and wind speed, came from measurement stations of the Southern-East Coast Meteorological Centre Thailand, 
consisting of 3 stations: Narathiwat province, Pattani province, and Yala province, with monthly data from 1994 to 
2023. Table 1 shows this study's basic statistical information and data units. This study combines the ONI with climate 
data to analyze and create a model for monthly rainfall prediction. Table 1 shows the identifying climate variables for 
the prediction of monthly rainfall. 

Table 1. Variable and statistical basis of environmental data 

Location Variable Parameter Unit Maximum Average Minimum Standard Deviation 

- 𝑥1: Oceanic Nino Index      

Narathiwat 

𝑥2: Humidity % 89.70 80.93 73.87 3.07 

𝑥3: Rain mm 1324.60 235.61 0.40 248.25 

𝑥4 : Temperature °C 30.25 27.76 25.28 0.99 

𝑥5 : Evaporated water mm 177.00 120.77 56.10 23.71 

𝑥6 : Wind direction degree 207.67 106.18 34.19 33.72 

𝑥7 : Wind speed m/s 14.63 5.49 3.98 0.73 

Pattani 

𝑥8 : Humidity % 91.42 81.00 72.20 3.41 

𝑥9 : Rain mm 1036.00 166.60 0.00 165.60 

𝑥10 : Temperature °C 30.54 28.40 26.21 0.89 

𝑥11 : Evaporated water mm 181.60 125.32 57.90 22.90 

𝑥12 : Wind direction degree 280.33 161.51 55.81 68.05 

𝑥13 : Wind speed m/s 12.86 6.48 3.16 1.69 

Yala 

𝑥14 : Humidity % 89.85 81.22 70.80 3.48 

𝑥15 : Rain mm 923.05 201.66 0.00 163.57 

𝑥16 : Temperature °C 30.37 28.27 25.77 0.99 

𝑥17 : Evaporated water mm 228.60 116.66 49.80 26.18 

𝑥18 : Wind direction degree 250.67 149.65 64.00 54.78 

𝑥19 : Wind speed m/s 12.01 6.48 2.28 1.73 
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Figure 2 shows monthly ONI in the Pacific Ocean from 1994 to 2023. ONI values generally range from -2.5, 

indicating a strong La Nina, to 2.5, indicating a strong El Nino. 

 

Figure 2. ONI in the Pacific Ocean  

4. Methodology and Prediction Model 

This section explains the methodology, which is divided into 3 experiments. It also describes the selection of models 

to develop a monthly rainfall prediction system and evaluate the model's performance. 

4.1. Methodology 

This section is divided into three sub-studies. In the first study, monthly average rainfall from 1994 to 2023 is 

analyzed and compared to monthly average rainfall during El Niño and La Niña events. This study aims to determine 

how the average monthly rainfall from 1994 to 2023 compares to the monthly average rainfall if El Niño or La Niña 

phenomena occur. The second study examined the influence of the ONI on monthly rainfall. The study used the 

correlation coefficient equation [43] as in Equation 1. The study's objective is to determine how the ONI in each month 

affects the amount of rain in the future. For example, the ONI in January, equal to +1.5, affects the rainfall in January 

less than in February. The results of such studies lead to the selection of input variables for the prediction model. (feature 

selection), as shown in Figure 3.  

𝑟𝑥𝑦 =
∑ (𝑥𝑖−𝑥̅)(𝑦𝑖−𝑦̅)𝑛

𝑖=1

√∑ (𝑥𝑖−𝑥̅)2𝑛
𝑖=1 √∑ (𝑦𝑖−𝑦̅)2𝑛

𝑖=1

  (1) 

where 𝑟 is Correlation Coefficient, 𝑥𝑖 is value of the x-variable, 𝑥̅ is mean of the values of the x-variable, 𝑦𝑖  is value of 

the x-variable, and 𝑦̅ is mean of the values of the x-variable. 

 
Figure 3. Block diagram of the modelling processes 

The correlation coefficient result has a value from -1 to 1 [44], with a negative value indicating a negative relationship 

between the variables, meaning that if variable 1 increases in value, variable 2 decreases. On the other hand, if the 

calculation result is positive, it indicates a positive relationship among the variables, meaning that an increase in variable 

1 gives a likewise results in an increase in variable 2. However, the relationship between an angular variable and a 

variable with values is linear. For example, the relationship between the Oceanic Nino Index and the wind direction 

requires using Equation 2 Circular-Linear Correlation [45]. 
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𝑟2 =
𝑟𝑥𝑐

2+𝑟𝑥𝑠
2−2𝑟𝑥𝑐𝑟𝑥𝑠𝑟𝑐𝑠

1−𝑟𝑐𝑠
2   (2) 

where 𝑟2  is circular – linear correlation Coefficient, 𝑟𝑥𝑐  is correlation coefficient of x and cos ∝, 𝑟𝑥𝑠  is correlation 
coefficient of x and sin ∝, and 𝑟𝑐𝑠 is correlation coefficient of cos ∝ and sin ∝ .  

The second study is part of the final study, which involves the development of a model to predict monthly rainfall. 
The results from the second study are used to describe how, in the future, the ONI value will affect monthly rainfall. 
Once known, the data will be rearranged again before normalizing all data such as ONI, rainfall, temperature, relative 
humidity, amount of water evaporation, wind direction, and wind speed using Equation 3 [46]. 

𝑥𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝑥 − 𝑥𝑚𝑖𝑛𝑖𝑚𝑢𝑚

𝑥𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑥𝑚𝑖𝑛𝑖𝑚𝑢𝑚

 (3) 

where, 𝑥𝑖,𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 is the different climate variables obtained. Normalization, which has a value between 0 and 1. 𝑥𝑖 is 

climate variables. 𝑥𝑖,𝑚𝑎𝑥𝑖𝑚𝑢𝑚  and 𝑥𝑖,𝑚𝑖𝑛𝑖𝑚𝑢𝑚  are the maximum and minimum values of the climate variables, 

respectively. 

After normalization, all data from 1994 to 2023 were split into 2 parts: data for the training model and data for the 
test model, which were divided into 80/20 percent, respectively, as shown in Figure 3. Then, this information was entered 
into a model for predicting monthly rainfall. In this study, 3 models have been used, and the first is a traditional model 
with multiple linear regression. The second and third models are neural networks for prediction values in time series, 
namely recurrent neural networks and long-short-term memory. Recurrent neural networks and long-short-term memory 
models are popular because they are suitable for developing systems to predict data in the time domain. 

4.2. Multiple Linear Regression 

Multiple linear regression is a method of analyzing data to find relationships between dependent variables and 
independent variables. This method relies on a linear relationship between variables for use in prediction. The multiple 
linear regression equation shows the relationship between the dependent and independent variables. It can be written as 
an equation below. 

𝑦𝑖 = 𝛽0 = 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + ⋯ + 𝛽𝑛𝑥𝑛 + 𝜖 (4) 

where 𝑦𝑖  is dependent variable, 𝛽0 and 𝛽𝑖 are intercept and coefficient of regression respectively, 𝑥𝑖 represent a 
independent variable, and 𝜖 is the error term [47]. 

4.3. Recurrent Neural Network 

Recurrent neural networks (RNNs) are artificial neural networks that use past and present data to build models [48]. 
RNNs can find results that will occur in the future. Information from the previous hidden state or sequence t-1 and 

information in sequence t will be used to predict the output at t. The architecture of a recurrent neural network can be 
seen in Figure 4 [49]. This is the reason RNNs are suitable for time series prediction. Equations 5 and 6 show equations 

for calculating the output of RNNs. 

ℎ𝑡 = 𝑅𝑒𝐿𝑈(𝑊ℎℎ𝑡−1 + 𝑊𝑥𝑥𝑡 + 𝑏𝑖)  (5) 

𝑦𝑡 = 𝑡𝑎𝑛ℎ(𝑊0ℎ𝑡 + 𝑏0)  (6) 

Equations 5 and 6 are Equations for calculating output of RNNs [49], ℎ𝑡 is the hidden state of the RNNs cell. 𝑊ℎ 
and 𝑊𝑥 are the weight matrices. 𝑏𝑖 is the bias vector for the hidden state. 𝑥𝑡 represents current input. In this paper, ReLU 
function was used as activation function for hidden state because it had a simpler function than other activation functions. 
𝑊0 and 𝑏0 are the weight matrices and bias vector for the cell output, and hyperbolic tangent function is used for the 
activation function for the cell output. 

 

Figure 4. Architecture of recurrent neural network 
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4.4. Long Short-Term Memory 

Long Short Term Memory (LSTM) is an artificial neural network with memory capabilities. LSTM is suitable for 

processing and predicting events with relatively long sequences [50]. LSTM was developed from the Recurrent Neural 

Network (RNN) model. LSTM's working principle is that it can store each node's "state" or information. The LSTM 

technique states that a particular function (gate) controls the data that comes into each node, consisting of the forget 

gate, input gate, and output gate [51]. It can be seen in Figure 5. 

 

Figure 5. Architecture of long short term memory 

The forget gate is a gate that determines whether data entering the cell state should be kept or discarded. The data 

that is kept is evaluated from the input to that node, combined with the calculated results of the previous node via the 

sigmoid function. It can be described as Equation 7. 

𝑓𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑤𝑓,𝑥𝑥𝑡 + 𝑤𝑓,ℎℎ𝑡−1 + 𝑏𝑓)  (7) 

where, 𝑓𝑡 is forget gate ( a value between 0 and 1), 𝑊𝑓,𝑥 and 𝑊𝑓,ℎ are weight matrices , ℎ𝑡−1is the output value of the 

previous cell state , 𝑥𝑡  is the input value , and 𝑏𝑓  is the bias vector. 

The input gate is a gate that is responsible for receiving new input data and then recording it at each node. The 

procedure is divided into two parts. The first part is an inspection of the cell state update. When receiving input data 

with the sigmoid function, the controller calls the input gate to choose whether to update the cell state or not. The second 

part is that if the input gate chooses to update the cell state, a candidate value (𝑠𝑡̃) is created with a hyperbolic tangent 

function. It can be described as Equations 8 and 9. 

𝑖𝑖 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑤𝑖,𝑥𝑥𝑡 + 𝑤𝑖,ℎℎ𝑡−1 + 𝑏𝑖)  (8) 

𝑠𝑖̃ = tanh (𝑤𝑠̃,𝑥𝑥𝑡 + 𝑤𝑖,ℎℎ𝑡−1 + 𝑏𝑖) (9) 
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where , 𝑖𝑡 and 𝑠̃𝑡 are input gate and candidate value respectively, 𝑊𝑖,𝑥 , 𝑊𝑖,ℎ, 𝑊𝑠̃,𝑥 , and 𝑊𝑠̃,ℎ are weight matrices, ℎ𝑡−1 

is the output value of the previous cell state , 𝑥𝑡  is the input value , and 𝑏𝑖  is the bias vector. 

The output gate is the gate that is responsible for prepare to export data. It works with a previously calculated cell 

state process, in which the sigmoid function will determine data from the cell state. Then bring the cell state value into 

the hyperbolic tangent function (the resulting value is 1 or -1). After that, the value obtained from the hyperbolic tangent 

function will be calculated with the output value obtained from the Sigmoid function. It can be described as Equations 

10–12. 

𝑜𝑖 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑤𝑜,𝑥𝑥𝑡 + 𝑤𝑜,ℎℎ𝑡−1 + 𝑏𝑜)  (10) 

𝑠𝑡 = 𝑓𝑡 × 𝑠𝑡−1 + 𝑖𝑡 × 𝑠̃𝑡  (11) 

ℎ𝑡 = 𝑜𝑡 × 𝑡𝑎𝑛ℎ (𝑠𝑡)  (12) 

where , 𝑖𝑡 , 𝑠̃𝑡 , and ℎ𝑡  are output gate, cell states, and output values respectively, 𝑊𝑜,𝑥 and 𝑊𝑜,ℎ  are weight matrices, 

ℎ𝑡−1 is the output value of the previous cell state , 𝑥𝑡  is the input value , and 𝑠𝑡−1 is previous cell state value. 

For all 3 models mentioned above. It was tested in six different scenarios. It is the import of ONI, rainfall, 

temperature, relative humidity, amount of water evaporation, wind direction, and wind speed data from the past 1-6 

months to predict the amount of rainfall in the next month. For example, import data from January - April to predict 

monthly rainfall in May. This can be explained, as shown in Figure 6. 

 

Figure 6. Input data to predict monthly rainfall 

In this study, statistical indicators were used as criteria to evaluate model performance: mean absolute error (𝑀𝐴𝐸) 

[31], correlation coefficient (𝑟) [52]. According as in Equations 13 and 14. 

𝑀𝐴𝐸 =  
∑ |𝑅𝑜𝑏𝑠−𝑅𝑃𝑟𝑒𝑑|𝑛

𝑖=1

𝑛
  (13) 

𝑟 =
∑ (𝑅𝑂𝑏𝑠 − 𝑅̅𝑂𝑏𝑠)(𝑅𝑃𝑟𝑒𝑑 − 𝑅̅𝑃𝑟𝑒𝑑)𝑛

𝑖=1

√∑ (𝑅𝑂𝑏𝑠 − 𝑅̅𝑂𝑏𝑠)2𝑛
𝑖=1 √∑ (𝑅𝑃𝑟𝑒𝑑 − 𝑅̅𝑃𝑟𝑒𝑑)2𝑛

𝑖=1

 
(14) 

where 𝑀𝐴𝐸 and 𝑟 are mean absolute error and correlation coefficient, respectively. 𝑅𝑂𝑏𝑠 and 𝑅𝑃𝑟𝑒𝑑  are monthly rainfall 

obtained from observed and monthly rainfall obtained from predicted. 

𝑀𝐴𝐸  is a measurement of the average magnitude of the error. It shows an error between the simulated values 

calculates by the model and the observed rainfall values. 𝑀𝐴𝐸 ranges from 0 to ∞. Lower values are better. The 𝑟 

measures the linear relationship between two variables. Its values range between -1 and 1. If 𝑟 is close to 1, both 

variables are highly correlated and have the same direction.  

5. Result and Discussion 

5.1. Preliminary Analysis Between Rainfall and El Niño-Southern Oscillation 

The amount of rain in the area was analyzed by comparing it with weather oscillations in the southern hemisphere 

(El-Nino Southern Oscillation: ENSO). In the analysis, the measuring stations of the Department of Meteorology, which 

consist of 583201 stations in Narathiwat province, 580201 stations in Pattani province, and 581301 stations in Yala 

province, were chosen to be used. 
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In Figure 7, the accumulated monthly rainfall at all 3 stations was consistent. When the studied month had a La Nina 

phenomenon, the monthly accumulated rainfall was higher than the monthly average; when the studied month had an 

El Nino phenomenon, the monthly accumulated rainfall was lower than the monthly average. However, in some months, 

from May to October, the monthly rainfall did not correspond to La Nina or El Nino phenomena. 

  

a. Narathiwat b. Pattani 

 

c. Yala 

Figure 7. Average rainfall vs Average rainfall in the El Nino/ La Nina 

Table 2 shows the average monthly rainfall in the event of an El Nino or La Nina phenomenon compared to the 

average monthly rainfall from 1994 to 2023. In Narathiwat province, when El Nino occurred during the summer, the 

average monthly rainfall was approximately 67.3% less than the average monthly rainfall of June in 1994–2023. On the 

other hand, when the La Nina phenomenon occurred, the average monthly rainfall was approximately 47.4% greater 

than the average monthly rainfall in June. When the El Nino phenomenon occurred in the rainy season, the average 

monthly rainfall in February was less than that rainfall from 1994–2023 by approximately 28.4%. If the La Nina 

phenomenon occurs during the rainy season, the average monthly rainfall in February was more than 22.3%. Likewise, 

in Pattani province, when El Nino occurred during the summer, the average monthly rainfall was approximately 90.1% 

less than the average monthly rainfall from 1994 to 2023 in March. 

On the other hand, when the La Nina phenomenon occurred, the average monthly rainfall was approximately 

51.2% greater than the average monthly rainfall in April. When the El Nino phenomenon occurred in the rainy 

season, the average monthly rainfall in February was less than that from 1994–2023, which is approximately 69.4%. 

If the La Nina phenomenon occurs during the rainy season, the average monthly rainfall in February was more than 

that of approximately 37.0%. Similarly, in Yala province, when El Nino occurs during the summer, the average 

monthly rainfall was approximately 64.4% less than the average monthly rainfall from 1994 to 2023 in March. On 

the other hand, if the La Nina phenomenon occurred, the average monthly rainfall would be approximately 4.7% 

greater than the average monthly rainfall in April. When the El Nino phenomenon occurred in the rainy season, the 

average monthly rainfall in February was less than that from 1994 to 2023, which is approximately 45.5%. When 

the La Nina phenomenon occurred in the rainy season, the average monthly rainfall in February was more than 

average, at approximately 30.2%. 
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Table 2. Percentage of rainfall when La Nina or El Nino occurs compared to average monthly rainfall 

Season Month 
Narathiwat Pattani Yala 

La Nina El Nino La Nina El Nino La Nina El Nino 

Summer 

Mar 12.7 -20.3 51.0 -90.1 44.7 -64.4 

Apr 22.3 -41.8 51.2 -72.7 47.2 -56.8 

May 21.6 -38.2 16.5 -36.2 30.1 -3.7 

Jun 47.4 -67.3 10.2 -21.9 4.9 -12.1 

Jul 16.4 -36.0 -2.2 -17.8 7.1 3.5 

Aug 8.2 -17.7 16.1 0.7 13.7 -19.2 

Rainy 

Sep -2.1 -16.9 -2.1 3.3 -12.8 28.9 

Oct 12.1 0.5 4.5 -8.5 -10.7 -4.1 

Nov -1.5 2.5 22.9 -15.5 23.2 -16.2 

Dec 4.1 -7.7 36.5 -46.5 21.2 -25.8 

Jan 15.0 -10.2 24.1 -38.6 21.1 -30.9 

Feb 22.3 -28.4 37.0 -69.4 30.2 -45.5 

5.2. Enso Lag Time Selection 

Table 3 shows the correlation coefficient between the ONI and the climate variables. If the ONI in the current month 

is calculated to find its relationship with the climate variables in the current month, the calculation results have the 

strongest relationship. If the ONI values from the past month are calculated to find the relationship, it can be noted that 

the correlation coefficient values are not significantly different from those calculated using the ONI for the current 

month. However, if the ONI values from more than 2 months are used, the correlation coefficient calculation results 

decrease accordingly.  

Table 3. Correlation coefficient between Oceanic Nino Index and climate variable at lag times 

Parameter 
Lead Time (Month)   

0 1 2 3 4 5 6   

𝑥2 -0.101 -0.108 -0.087 -0.102 -0.067 -0.054 -0.044 
 1 

𝑥3 -0.143 -0.146 -0.118 -0.136 -0.096 -0.085 -0.080 
  

𝑥4 0.147 0.150 0.119 0.139 0.097 0.073 0.051 
  

𝑥5 0.152 0.156 0.138 0.148 0.129 0.121 0.109 
  

𝑥6 0.086 0.088 0.107 0.093 0.116 0.105 0.078 
  

𝑥7 -0.146 -0.127 -0.097 -0.110 -0.079 -0.059 -0.046 
  

𝑥8 -0.166 -0.176 -0.164 -0.174 -0.146 -0.127 -0.106 
  

𝑥9 -0.193 -0.191 -0.151 -0.175 -0.126 -0.108 -0.087 
  

𝑥10 0.208 0.206 0.163 0.190 0.137 0.112 0.089 
 0 

𝑥11 0.157 0.161 0.150 0.159 0.140 0.127 0.110 
  

𝑥12 0.017 0.027 0.076 0.049 0.101 0.110 0.107 
  

𝑥13 0.078 0.087 0.102 0.098 0.101 0.096 0.096 
  

𝑥14 -0.170 -0.183 -0.179 -0.187 -0.161 -0.140 -0.118 
  

𝑥15 -0.187 -0.191 -0.164 -0.183 -0.137 -0.113 -0.090 
  

𝑥16 0.186 0.183 0.144 0.168 0.117 0.091 0.069 
  

𝑥17 0.158 0.155 0.145 0.155 0.133 0.120 0.112 
  

𝑥18 0.046 0.057 0.103 0.076 0.126 0.138 0.132 
 -1 

𝑥19 0.125 0.115 0.102 0.110 0.095 0.085 0.075  
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However, the relationship between ONI values and monthly rainfall in Narathiwat, Pattani, and Yala provinces (x3, 

x9, and x15) had a correlation coefficient between -0.143 and -0.193. The results differed from Ueangsawat et al. [20], 

who also studied the relationship between ONI values and monthly rainfall in Chiang Mai province, northern Thailand, 

far from the studied area of the current study. The correlation coefficients were between -0.093 and 0.766, demonstrating 

the strong relationship between ONI values and monthly rainfall in the area. The correlation coefficient values were 

higher in their study because they combined the ONI value with the average monthly rainfall for 3 months to calculate 

the correlation coefficient. On the contrary, the current study calculated the correlation coefficient directly without 

considering the 3-month average rainfall. The correlation coefficient calculation results in Table 3 were used to develop 

a model for predicting monthly rainfall values. From Table 3, it can be concluded that the month-to-month ONI values 

will be used to import the model to predict next month's monthly rainfall. 

5.3. Rainfall Prediction Model 

To develop a model for monthly rainfall prediction, 3 models were used for comparison: multiple linear regression, 

recurrent neural networks, and long-term short-term memory. Then, the experiment was divided into 6 scenarios to 

import Oceanic Nino Index data and climate variable conditions from 1-6 months. Figure 8–10 shows the model 

prediction results for all 3 provinces: Narathiwat, Pattani, and Yala. The correlation coefficient and mean absolute error 

were chosen to evaluate the model's performance, which results in an efficiency evaluation, as shown in Table 4. 

  

a. Input data for the past 1 month b. Input data for the past 2 months 

  

c. Input data for the past 3 months d. Input data for the past 4 months 

  

e. Input data for the past 5 months f. Input data for the past 6 months 

Figure 8. Comparison of rainfall prediction results in Narathiwat Province 
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a. Input data for the past 1 month b. Input data for the past 2 months 

  
c. Input data for the past 3 months d. Input data for the past 4 months 

  
e. Input data for the past 5 months f. Input data for the past 6 months 

Figure 9. Comparison of rainfall prediction results in Pattani Province 

  
a. Input data for the past 1 months b. Input data for the past 2 months 
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c. Input data for the past 3 months d. Input data for the past 4 months 

  
e. Input data for the past 5 months f. Input data for the past 6 months 

Figure 10. Comparison of rainfall prediction results in Yala Province 

Table 4. Performance comparison 

Data for past 

(Month) 

Performance 

Criteria 

Narathiwat Pattani Yala 

MLR LSTM RNN MLR LSTM RNN MLR LSTM RNN 

1 
r 0.49 0.61 0.59 0.42 0.31 0.25 0.45 0.41 0.30 

MAE (mm) 158.33 209.93 172.85 100.16 189.26 133.94 110.94 178.99 189.10 

2 
r 0.58 0.66 0.74 0.49 0.37 0.47 0.48 0.53 0.47 

MAE (mm) 152.20 133.36 113.55 99.53 107.68 101.18 107.92 115.21 113.11 

3 
r 0.58 0.66 0.71 0.47 0.34 0.55 0.40 0.19 0.38 

MAE (mm) 153.03 124.00 120.46 105.60 114.25 83.73 125.65 127.34 110.07 

4 
r 0.58 0.55 0.69 0.49 0.49 0.48 0.43 0.33 0.49 

MAE (mm) 163.77 137.03 112.76 108.66 96.72 89.05 125.72 124.51 97.67 

5 
r 0.50 0.69 0.74 0.41 0.40 0.62 0.40 0.39 0.53 

MAE (mm) 198.34 133.55 114.08 124.80 111.47 81.06 137.59 124.99 99.83 

6 
r 0.34 0.62 0.67 0.23 0.44 0.59 0.31 0.31 0.54 

MAE (mm) 250.43 145.87 126.05 162.58 101.28 87.01 159.77 134.75 97.76 

Table 4 shows the results of the evaluation of the efficiency of the model. We found that when multiple linear 

regression was used to predict monthly rainfall for Narathiwat province, importing data from the past 3 months had the 

best prediction efficiency with an MAE value of 153.20 mm. When using Long Short Term Memory to predict monthly 

rainfall, we found that data from the past 3 months had to be imported into the model to achieve the best performance 

with an MAE value of 124.20 mm. However, when using a recurrent neural network for prediction, it was found that 

importing data from the past 4 months would make the model more efficient. The best prediction obtained from the 

calculation was an MAE value of 112.76 mm. We found that when multiple linear regression is used to predict monthly 

rainfall in Pattani province, importing data from the past 2 months has the best prediction efficiency with an MAE value 

of 99.53 mm. If using Long Short Term Memory to predict monthly rainfall, we found that data from the past 4 months 
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had to be imported into the model to achieve the best performance with an MAE value of 96.72 mm. However, if using 

a recurrent neural network for prediction, it was found that importing data from the past 5 months would make the model 

more efficient. In the best prediction, an MAE value of 81.06 mm. For Pattani province, we found that when multiple 

linear regression is used to predict monthly rainfall, importing data from the past 2 months, the prediction has the best 

efficiency with an MAE value of 107.02 mm. When using long short term memory to predict monthly rainfall, we found 

that data from the past 2 months had to be imported into the model to achieve the best performance with an MAE value 

of 115.21 mm. However, when using a recurrent neural network for prediction, it was found that importing data from 

the past 4 months would make the model more efficient, with the best prediction having a MAE value of 96.67 mm. 

Figure 11 shows a scatter plot of all 3 provinces, comparing the 3 best models of each model. 

  

a. Narathiwat b. Pattani 

 

c. Yala 

Figure 11. Scatter plot of all 3 provinces using the best model 

The analysis of the results of evaluating the model’s efficiency found that using multiple linear regression to make 

predictions would give the best prediction results by importing data from the past 2–3 months. Errors increase if more 

than 3 months of data are imported. However, when importing data from the past more than 3 months, recurrent neural 

networks and long-short-term memory have better prediction performance than multiple linear regression because 

recurrent neural networks use the previous time output for the next output. Long-short-term memory has similar 

prediction characteristics to recurrent neural networks, but long-short-term memory has memory [52]. However, long-

term memory performance is better than recurrent neural networks if the data for training has a long sequence. Therefore, 

in this study, recurrent neural networks had better prediction performance than long short term memory and multiple 

linear regression. 

6. Conclusion 

This study examines the influence of the Oceanic Nino Index (ONI) on monthly climate data from 1994 to 2023 in 

the coastal regions of Thailand, specifically in the provinces of Narathiwat, Pattani, and Yala. It was observed that the 

ONI values had a significant impact on rainfall patterns in all three provinces and other climate variables. The ONI 

exhibited a substantial influence on monthly rainfall, affecting not only the current month but also the subsequent month; 

for instance, an ONI value in January would influence rainfall in both January and February. Notably, this relationship 

was explicitly identified in the southern-eastern region adjacent to the Gulf of Thailand, indicating potential variability 

in other parts of Thailand. 
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Compared to prior research by Ueangsawat et al. [20], who investigated the relationship between the 3-month 

average ONI value and the 3-month average rainfall in Chiang Mai province, Thailand, the correlation coefficients 

ranged from -0.093 to 0.766. This variance could be attributed to differing analytical methodologies between the studies. 

This study sought to develop a model for predicting monthly rainfall by leveraging the identified relationship between 

ONI and climate data. Three models were employed: multiple linear regression, which is relatively less complex and 

straightforward, and two models suitable for time-domain data prediction: recurrent neural networks and long short-

term memory networks. It was found that multiple linear regression yielded better prediction results when incorporating 

data from the past 2–3 months. However, when utilizing historical data beyond this timeframe, recurrent neural networks 

and long short-term memory networks outperformed multiple linear regression, as they are adept at handling sequential 

data. Overall, the recurrent neural network exhibited superior performance in predicting monthly rainfall, yielding 

predictions of 114.08 mm, 81.06 mm, and 97.67 mm for Narathiwat, Pattani, and Yala provinces, respectively. 

Nonetheless, further data refinement is necessary to enhance the accuracy of monthly rainfall forecasts. 
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