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Abstract 

This study emphasizes the importance of accurate input parameters for ensuring the precision and reliability of simulations 

by conducting a sensitivity analysis to determine the calculation and material parameters. The aim is to determine the exact 

material parameters, for two different soil samples in a rigid state, by comparing the results of a sensitivity analysis with 

the unconfined compression test benchmark data for each sample. The moving particle semi-implicit (MPS) method, one 

of the particle methods, was chosen to reproduce the unconfined compression test simulation. The soil particles were 

assumed to be in the rigid state of the Bingham fluid bi-viscosity model. The first part of the study focuses on a sensitivity 

analysis of the basic simulation parameter values inputted during the simulation setup for the calculation procedure and 

the selection of the criteria for the calculation method, and then recommends the optimum values for a higher degree of 

accuracy based on the results. The second part of the study uses the results to analyze the sensitivity of each influencing 

parameter of the bi-viscosity Bingham fluid. In the final section, this study will provide a general guideline for selecting 

the optimum values for the MPS parameters and will recommend approximate values for other soil samples in future 

research with properties similar to those used in this study. 

Keywords: Bi-viscosity Model; Geomaterial; Particle Method, Sensitivity Analysis; Unconfined Compression Test. 

 

1. Introduction 

In the field of geotechnical engineering, soil particles are assumed to be a viscous fluid, defined by their viscosity-

related features during a numerical simulation by the particle method [1–4]. This also applies to soil with varying 

physical and mechanical properties [4, 5], resulting from the influence of the initial water content [6–8]. It is widely 

accepted that liquefied soil be represented by the Bingham fluid in simulations [9–13] because the Bingham fluid is 

mainly defined by the yield stress and viscosity [14, 15]. However, the analysis becomes impossible when the Bingham 

fluid is in a rigid state in which the shear stress does not exceed the yield stress [16, 17]. Meanwhile, the Bingham fluid 

bi-viscosity model defines the dual nature of the soil, assuming it to be a viscous-plastic fluid in a fluid state and a highly 

viscous fluid in a rigid state [18, 19]. Regardless of the soil state, soil can be represented in simulations by Bingham 

fluid [4, 5]. 

The precision of a simulation depends on the correct rheology and may require the use of the modified Bingham 

fluid model to explain the complex rheological behavior [20, 21]. Soil is comparable to concrete or mortar in terms of 

its flowability, and thus, the flowability values of these materials are often used as a reference when determining the 

plastic viscosity value [22, 23]. Aierken et al. [22] explained the compatibility of bi-viscosity Bingham fluid in a mortar 

flow simulation. Shakya et al. [23] suggested the extrapolation of the flow value vs. plastic viscosity, and the plastic 
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viscosity value is obtained when the flow value is zero. However, both studies assume the flow behavior of the soil, and 

neither addresses the rigid state of the soil. Shakya et al. [22] suggested the recreation of unconfined compression tests 

to determine the material parameters because these tests are the simplest tests available for reproducing the widely used 

data in geotechnical engineering [24, 25]. Shakya et al. [14] conducted a sensitivity analysis for the particle size through 

an unconfined compression test simulation. Meanwhile, Shakya et al. [26] established a general thumb rule for yield 

parameter value selection criteria as well as the relationship between the yield value and plastic viscosity. However, 

their study was conducted for a yield value input equivalent to the unconfined compressive strength, and the yield value 

is generally taken as half of the unconfined compressive strength [8, 27]. Furthermore, the interrelation between the 

parameters under the influence of the remaining parameters has not yet been explored, nor has a reliable rationale for 

choosing a calculation method been addressed. Hence, there is a need to create an appropriate guideline that outlines a 

procedure for conducting sensitivity analyses of all relative parameters for the sake of more highly accurate simulation 

results. 

This study will utilize the moving particle semi-implicit (MPS) method to establish a sensitivity analysis for the 

influencing parameters of the Bingham fluid bi-viscosity model. An attempt will be made to reproduce the realistic 

uniaxial compression test results that best fit the stress-strain relationship of the test samples and infer the actual material 

parameter values by comparing the inputted analysis values that generate the optimum results. The first section examines 

the parameters related to the mode of calculation, such as the interparticle distance, initial time interval, and radius of 

influence of the particles. The second section studies a sensitivity analysis for the plastic viscosity, critical shear strain, 

and yield value. 

2. Material and Methods 

2.1. Unconfined Compression Test Data 

The unconfined compression test (UCT) has been extensively used in geotechnical engineering to determine the 

compressive strength and shear strength parameters, like cohesion and the angle of friction of cohesive soil, under 

unconfined conditions. It is also used to assess the mechanical properties of soil and to provide the stress-strain 

characteristics of soil. Depending upon the objectives of the study, UCTs can be conducted on undisturbed, reconstituted, 

or compacted cohesive soil samples. The results of UCTs on compacted samples are useful for evaluating the stability 

and load-bearing capacity of infrastructure. Meanwhile, reconstituted soil samples are useful for studying the intrinsic 

soil properties, such that a benchmark can be established for making comparisons with different soil samples. However, 

undisturbed samples are useful for accessing the behavior of a soil in its natural state, such as its natural cohesion, angle 

of friction, and stress-strain behavior. This information is crucial for accurate geotechnical designs and analyses. 

Table 1 shows the soil properties of the two undisturbed samples utilized in this study. They are classified as clay 

and sand, respectively, according to the United States Department of Agriculture's (USDA) soil classification. The table 

includes details like the particle size distribution of the sample specimens and other soil properties, such as water content, 

unconfined compressive strength, etc., along with the actual dimensions of the samples that were extracted from the 

field for the experiment. The clay and sand samples are referred to as Sample 1 and Sample 2, respectively. Figure 1 

shows the soil particle distribution curve for Sample 1. Figure 2 shows the experimental stress-strain characteristics of 

the two samples used in this study when the strain rate of 1% per minute is applied. 

Table 1. Particle size distribution and soil properties of Samples 1 and 2 

Sample name Sample 1 Sample 2 

Soil classification Clay Sand 

Bulk density(g/cm3) 1.667 1.838 

Particle size distribution 

0.075 – 2 mm (%) 20 92.4 

0.005 – 0.075 mm (%) 38 4.4 

< 0.005 mm (%) 42 3.2 

D60 (mm) 0.020 NA 

D50 (mm) 0.010 NA 

D30 (mm) - NA 

D10 (mm) - NA 

Max. soil size (mm) 2 0.85 

Consistency properties 

Liquid limit wL (%) 64.0 NA 

Plastic limit wP (%) 28.6 NA 

Plasticity index IP 35.4 NA 
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Sample condition Undisturbed Undisturbed 

Water content (%) 53.7 22.5 

Unconfined compressive strength (kN/m2) 25.8 39.5 

Failure strain (%) 0.7 1.48 

Dimensions 5*10 cm 5.02*9.82 cm 

 

Figure 1. Soil particle distribution curve for Sample 1 

 

Figure 2. Experimental stress-strain curve characteristics of Samples 1 and 2 

2.2. Methodology 

The method of study in this research is to reproduce the unconfined compression test (UCT) phenomenon through a 

simulation that utilizes computer-aided engineering (CAE) technology to create the model and the moving particle semi-

implicit (MPS) method as the numerical calculation method. Then, an attempt is made to reproduce the output results 

that will be equivalent to the benchmark UCT results described in Section 2 as closely as possible. This study will focus 

on identifying the probable influencing parameters and their sensitivity in the simulation through a trial-and-error 

process. Figure 3 shows the analysis model for Sample 1 and the experimental model at the approximate yield point of 

the unconfined compression test. As indicated by the details in Table 1, this study will utilize two different samples with 

different dimensions. Therefore, it is mandatory that two different analytical models be created with dimensions exactly 

equal to those of the experimental sample. 
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Figure 3. Illustration of analysis model and experimental model setup for Sample 1 

Computer-aided engineering (CAE) represents technology that allows users to conduct large-scale experiments by 

adopting prototypes created by CAD (computer-aided design) to analyze and simulate experiments under various site 

conditions. The analysis model for this study was created using AutoCAD. 

The moving particle semi-implicit (MPS) method is a numerical analysis method used to simulate incompressible 

fluid; it analyzes the behavior of fluid particles using a semi-implicit algorithm [28, 29]. This method does not use the 

grid method for the calculation points. Rather, it uses the particle method, in which the domain is discretized into a 

physical quantity that holds data related to the physical characteristics, pressure, and velocity. In this method, the 

particles move at each calculation point in a Lagrangian manner, leading to solutions to the governing equations for 

incompressible fluids. The mass conservation law and Navier’s stroke law are the governing equations; they are shown 

in Equations 1 and 2, respectively. 

𝐷𝜌

𝐷𝑡
= 0  (1) 

𝐷𝑢

𝐷𝑡
= −

1

𝜌
∇𝑃 + 𝜗∇2𝑢 + 𝑔 +

1

𝜌
𝜎𝑘𝛿𝑛  (2) 

where 𝜌  is the density of the fluid, 𝑡  is time, 𝑢  is the velocity vector, 𝑃  is pressure, 𝜗  is the kinematic viscosity 

coefficient, 𝑔 is the gravity vector, 𝜎 is the surface tension coefficient, 𝑘 is the interface curvature (positive if the center 

of the curvature is on the side of liquid), 𝛿 is the delta function for the surface tension acting on the surface, and 𝑛 is the 

unit vector in the direction perpendicular to the surface. 

Figures 4-a and 4-b show a comparison of schematic diagrams for the Bingham fluid model and the bi-viscosity 

Bingham model, respectively. Bingham fluids are types of fluid that will begin to flow only when the shear stress value 

exceeds a certain value; otherwise, they remain immobile. In the context of an MPS simulation, Bingham fluid is 

regarded as a viscoplastic fluid when it exhibits fluid-like behavior and as a highly viscous fluid when it is in a rigid 

state. The constitutive equations, Equations 3 and 4, represent the fluid state and the rigid state, respectively, of the bi-

viscosity model of Bingham fluid. 

𝑇𝑖𝑗 = −𝑃𝛿𝑖𝑗 + 2(𝜂𝑝 +
𝜏𝑦

√𝛱
) 휀�̇�𝑗

𝜈𝑝
 𝛱 > 𝛱𝑐  (3) 

𝑇𝑖𝑗 = −𝑃𝛿𝑖𝑗 + 2(𝜂𝑝 +
𝜏𝑦

√𝛱𝑐
) 휀�̇�𝑗

𝜈  𝛱 < 𝛱𝑐 (4) 

where 𝑃 is pressure, 𝛿𝑖𝑗 is Kronecker’s delta, 𝜂𝑝 is the plastic viscosity, 𝜏𝑦 is the yield value, 휀�̇�𝑗
𝜈𝑝

 is the strain ratio while 

in the fluid state, 휀�̇�𝑗
𝜈  is the strain ratio while in the rigid state, 𝛱 represents at what rate the deformation tensor occurs, 

and 𝛱𝑐  is the yield reference value used to determine whether the soil is in the fluid state or the rigid state. It should be 

noted that 𝛱 and 𝛱𝑐  are expressed by Equations 5 and 6, respectively, using the flow limit strain rate. They express the 

stress-strain relationship for the Bingham fluid bi-viscosity model. 

𝛱 = 2휀�̇�𝑗휀�̇�𝑗  (5) 

𝛱𝑐 = (2𝜋𝑐)
2 = (

2𝐶𝑦𝜏𝑦

𝜂
)
2

  (6) 

where, 휀�̇�𝑗 is the rate of the deformation tensor, i and j are the indices denoting the spatial dimensions, 𝜋𝑐 is the critical 

shear strain, 𝜂 is the plastic viscosity, 𝜏𝑦 is the yield value, and 𝐶𝑦is the yield parameter. 
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Figure 4. Schematic diagrams comparing Bingham fluid model and bi-viscosity Bingham model 

Using an MPS-CAE simulation, an attempt was made to reproduce the exact benchmark unconfined compression 

test data through a number of trial-and-error simulations. Figure 5 provides a flowchart of the MPS-CAE simulation. 

 

(a) Flowchart of MPS-CAE simulation by trial-and-error 

 
(b) Flowchart of sensitivity analysis by MPS-CAE simulation 

Figure 5. Flowchart diagrams of MPS-CAE simulations 
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3. Analysis Conditions 

This section will describe the pre-simulation process up to the point of the initialization of the simulation. Firstly, 

the animation for the UCT procedure is created using the objects determined by CAE. A setup comprising a top plate 

and a bottom plate represents the UCT apparatus, and uniform compression is applied to the soil sample placed between 

these plates by lowering the upper plate. The plates were assigned as a polygon during the simulation with wall friction 

such that the specimen would not experience the slip condition. The bottom plate remained stationary throughout the 

simulation; only the top plate underwent constant downward motion, such that the soil sample experienced strain at 1% 

per minute. The specimen placed between these plates should make contact with both plates without exerting any 

pressure on them, so that there will not be any additional strain on the specimen. 

Figure 6 shows the three different simulation stages of the analysis given in Figure 3, depicting the strain values of 

0%, 0.168%, and 0.7% at 0s, 10.1s, and 42.1s, respectively. This particular analysis model for Sample 1 shows a yield 

point of approximately 42.1s. Unlike the experimental sample, the simulation soil sample shows only a compressed 

version instead of a fracture. However, the yield point can be confirmed by plotting the stress-strain curve from the 

output data. The additional detailed analysis conditions are described in the following two subsections. The first 

subsection discusses the calculation method selected for this study with an explanation, while the second subsection 

discusses the analysis of parameter values in detail. 

 

Figure 6. Illustration depicting progress of analytical model at different strain values 

3.1. Method of Calculation 

In the MPS simulation, Navier’s Stroke law and mass conservation law are the governing equations, where pressure, 

viscosity, and surface tension are the major parameters. Therefore, it is important to adopt the proper calculation method 

for each parameter during the setup of the simulation. Calculation of the pressure and viscosity can be done with either 

the implicit method or the explicit method [30–33]. However, in this simulation, both parameters were calculated with 

the implicit method because the calculation was carried out in several time increments, and the overall analysis results 

of the simulation were determined by the calculation results at each time increment in the MPS method. In the explicit 

calculation method, the calculation of a future value is carried out based on its current value and the values of its 

derivatives at that point in time. In other words, the future value of a function is calculated directly with this method 

based on the known values of the function and its derivatives, without the need to solve any additional equations or 

perform any numerical integration [34]. Therefore, it is a simple and easy method to implement. However, the 

calculation might not converge in the case of increasing the time increment because the particles might scatter beyond 

their expected positions. With the implicit calculation method, however, the calculation of the future value is carried out 

based on the solution of a function by solving a set of equations that involve both the current and future values of the 

function. It follows that the memory capacity required for this method is larger, but it does not require making the time 

steps as small as those required with the explicit method to attain accuracy. Thus, the overall total computation time is 

reduced for a more precise calculation. Moreover, in the pressure calculation, the explicit method is used for 

compressible fluids in which deformation is caused by an external compressive force and the effect of hydrostatic 

pressure is negligible. Meanwhile, the implicit method is used for incompressible fluids in which the effect of hydrostatic 

pressure is not negligible. Since the MPS method assumes the fluid to be an incompressible fluid, the implicit method 

is adopted for the pressure calculation in this simulation. In the calculation of viscosity, the explicit method is used for 

low-viscosity fluids that change positions significantly with each time increment. Meanwhile, the implicit method is 

used for the calculation of high-viscosity fluids. Since the specimens were assumed to be highly viscous fluids, the 

implicit method was adopted for the viscosity calculation in this simulation. In addition, the numerical stability of the 

simulation is compromised unless Equations 7 and 8 are satisfied for the explicit calculation of pressure and viscosity, 

respectively, which are not met in this study. 

(a) 0% strain at 0.00 s (b) 0.168% strain at 40.10 s (c) 0.7% strain at 74.10 s 
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𝑟 ≪ 𝑐 × ∆𝑡  (7) 

∆𝑡 < 0.2 ×
𝑟2

𝜂
  (8) 

where ∆𝑡 is the time step, 𝑟 is the interparticle distance, 𝑐 is the speed of sound, and 𝜂 is the plastic viscosity. 

As for surface tension, it can be calculated by either CSF or the potential method. However, the soil specimens used 

in this simulation are not ideal fluids but are assumed to be samples of the bi-viscosity model of Bingham fluid, which 

exists in both rigid and fluid states. Also, the attractive intermolecular force, like the van der Waals force, responsible 

for the surface tension, is lower than the surface hydration repulsive force for particle distances greater than 1.4 nm. For 

soil containing a low water content, the repulsive electrostatic force is high [35]. Considering the low water content and 

higher particle distance in the samples used in this simulation, it was assumed that the influence of surface tension would 

be for the unconfined compression tests of the soil samples, as they would remain in the rigid state of the bi-viscosity 

model [26]. Thus, the calculation of surface tension is omitted in this study by assigning the calculation method as none. 

3.2. Analyzing Parameter Values 

The wet density measured during the experiment for each specimen was used as the input value for the density during 

the simulation. The distance between particles and the initial time interval for the simulation have a significant impact 

on the accuracy and time required for the analysis. Therefore, the initial study was focused on determining the optimum 

interparticle distance value and initial time interval value before an analysis was conducted to determine the value of 

the Bingham fluid parameter. Table 2 summarizes the physical properties of Sample 1, the mode of calculation for the 

MPS simulation, and the optimum simulation parameters used in the analysis conditions of this sample to study the 

influence of the interparticle distance and initial time increments. The values for the yield value, plastic viscosity, yield 

parameter, and critical strain rate were selected based on the results generated by the previous trial-and-error simulations. 

For the parameters that are not included in Table 2, default values were used. The optimum values for the initial time 

interval and interparticle distance were determined after studying their influence both separately and in combination. 

Table 2. Analysis conditions of Sample 1 

MPS 

(Mode of calculation) 

Pressure 
Type Implicit 

Mode Stabilized 

Viscosity 
Type Implicit 

Beta 1 

Surface tension Type None 

Optimum simulation 

parameters 

Particle size 0.5 mm 

Initial time interval 0.05 s 

Finish time 90 s 

Physical properties 

Density 1668 kg/m3 

Surface tension coefficient 0.002 N/m 

Yield value 12.900 kN/m2 

Plastic viscosity 8600 Pa·s 

Yield parameter 0.0001 

*Critical shear strain 0.000129 s-1 

* Not inputted directly, but used for calculating other values. 

4. Results and Discussion 

4.1. Determination of Optimum Interparticle Distance and Initial Time Interval 

In the particle method, the particles are the calculation points used for the fluid description, and the distance between 

these calculation points is called the interparticle distance. When the interparticle distance values are decreased, the 

number of calculation points increases proportionately, and when the initial time interval is decreased, the number of 

times the calculations must be conducted increases. This will result in an exponential increase in the overall calculation 

load and duration. The simulation itself is limited by the number of calculation points that it can incorporate into the 

analysis before coming to a halt due to the massive calculation load. Thus, the precision of the simulation results depends 

on the input values for the interparticle distance and initial time interval, and hence, this study was conducted to 

determine the most appropriate analytical conditions. 
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Figure 7 shows the simulation results for the different values of interparticle distance compared with the experimental 

stress-strain relationship of Sample 1. The initial time interval for every calculation was set to be 0.05 s. The simulation 

was conducted for 0.9 mm and gradually continued to check for lower values, finally stopping at 0.5 mm due to the time 

constraint. The result for the 0.9-mm interparticle distance shows the lowest unconfined compressive strength and 

highest strain value. A clear pattern can be seen in the output results as the unconfined compressive strength value 

continues to increase and the strain value continues to decrease for the lower interparticle distance. For the 0.5-mm 

interparticle distance, the unconfined compressive strength is seen to be maximum with the unconfined compressive 

strength value of 27.16 kN/m2 and strain value of 0.9%. However, it should be noted that the unconfined compressive 

strength for the 0.7-mm interparticle distance is only 23.48 kN/m2, but the strain value is 0.82%, slightly lower than that 

of 0.5 mm. This slight change in pattern after 0.7 mm, whereby the unconfined compressive strength continues to 

increase and afterward the strain value starts to slightly increase, could be attributed to an increase in the precision of 

the analysis due to increments in the calculation points in the system accompanying the decrease in interparticle distance. 

 

Figure 7. Comparison of simulation output results for different interparticle distances 

This simulation was modeled after Sample 1, which has an unconfined compressive strength of 25.8 kN/m2 at a 

strain value of 0.7%. From this comparative analysis, the result for the 0.5-mm interparticle distance was the most 

closely reproduced result judging by the curve characteristics and unconfined compressive strength. The result for the 

0.7-mm interparticle distance also shows similar characteristics with lower unconfined compressive strength and strain 

values. The strain value is slightly more accurate, but the unconfined compressive strength is still lower than the 

benchmark comparison value. It is observed that the fluctuation in the strain value becomes lower when the input 

parameter values start resembling the correct value. However, the output unconfined compressive strength still shows a 

comparatively remarkable fluctuation despite the input parameters starting to resemble the correct values. Thus, it is 

possible to obtain different values for the unconfined compressive strength with the same strain value. Therefore, the 

output unconfined compressive strength value is more reliable for use as a benchmark, and higher emphasis is given to 

determining the precision of the simulation. In relation to a future study, it is important to note that the strain value 

decreases for a lower interparticle distance and, after a certain value, it increases slightly.  

The simulation for the 0.5-mm interparticle distance was conducted before that for the 0.6-mm interparticle distance 

and, upon observing the results, it was found that the output unconfined compressive strength and strain values are 

refined and the curve characteristics partially overlap the experimental results, especially at the yield points. From the 

overall result pattern, the 0.6-mm interparticle distance most likely produces the more accurate output unconfined 

compressive strength and strain values, but the curve overlapping the benchmark curve will probably be less than that 

for the 0.5-mm interparticle distance. Moreover, it is important to remember that other parameters inputted in this 

simulation have not yet been discussed, including the initial time interval. It is also important to note that the overall 

results might change depending on the input values of the other parameters. Thus, the absence of the 0.6-mm interparticle 

distance might not make much of a difference at this phase. Hence, considering the time constraint and the achievement 

of acceptable results at this phase, the simulation for the 0.6-mm interparticle distance was skipped.  

Figure 8 shows the simulation results of Sample 1 for the different values of the initial time interval. The study was 

conducted for the initial time interval values of 0.005 s, 0.006 s, 0.007 s, and 0.008 s. The interparticle distance for this 
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simulation was set to be 0.5 mm and all other parameters were the same as those given in Table 1. The initial time 

interval value was directly inputted in the parameter setting for the simulation which would be treated as the value of 

the time increment in the calculation. For the smaller value of the initial time interval, the particles that act as calculation 

points are constrained within the boundary walls and are bounced off the walls whenever the calculation results try to 

diverge. In addition, the distance traveled by the particles at each time increment will be limited, resulting in an increase 

in the accuracy of the analysis by decreasing any errors at the next time increment. However, the calculation time may 

increase drastically depending on the input value of the initial time interval. Thus, it is necessary to adopt the optimum 

value for the initial time interval. 

 

Figure 8. Comparison of simulation output results for different initial time intervals 

It was observed that the output values for the unconfined compressive strength and strain were almost equivalent for 

all simulations with just a slight increase in unconfined compressive strength, and that a lower value was seen for the 

initial time interval with a slight decrease in the value for strain. Initial time intervals below 0.05 s were not studied here 

due to the time constraint. Moreover, judging from the results, the curve characteristics started resembling the target 

curve characteristics, indicating that the initial time intervals that had been selected for this study were already within 

the permissible range for reproducing results without much deviation. Therefore, considering the time required for the 

calculation and other factors, it is recommended that the value of the initial time interval be selected based on the 

allowable time frame in future studies. 

Both the interparticle distance and initial time interval both have a significant impact on the accuracy of and time 

required for the analysis, influencing the calculation load. Therefore, the influence of these two parameters must be 

studied simultaneously and checked to see if they deviate from the expected results. Additionally, since these values are 

not the actual parameters for the MPS simulation model, but the parameters on which the calculation is carried out for 

any model, it is necessary to establish a proper guideline for future reference. Therefore, an attempt was made here to 

establish the optimum values for the initial time interval and interparticle distance for any type of MPS simulation.  

Figure 9 shows the simulation results for Sample 1 for the different combinations of interparticle distance and initial 

time interval, as given in Table 3. The simulation showed that the most accurate result was obtained for the combination 

of the 0.5-mm interparticle distance and the 0.05-s initial time interval. The unconfined compressive strength value of 

27.16 kN/m2 and strain value of 0.9% were obtained for Case I. The results for Case II could also be considered as 

reliable outputs as the unconfined compression strength of 23.03 kN/m2 and strain value of 0.87% were obtained, which 

are almost equivalent to the target values of Sample 1. On the other hand, Figure 7 shows that the 0.7-mm interparticle 

distance simulated at the initial time increment of 0.05 s produced the unconfined compressive strength of 23.48 kN/m2 

at the strain value of 0.82%. These results indicate that emphasis should be placed on decreasing the interparticle distance 

rather than the initial time interval if there is a time constraint in the study for higher precision of the results. In addition, 

it can be concluded that MPS simulations conducted for interparticle distances lower than 0.7 mm and initial time 

intervals lower than 0.07 s produce the optimum results, and that the selection of values should be done according to the 

study conditions. 
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Figure 9. Simulation results for different combinations of interparticle distance and initial time interval 

Table 3. Different combinations of interparticle distance and initial time interval for Sample 1 

Case Interparticle distance (mm) Initial time interval (s) 

I 0.5 0.05 

II 0.7 0.07 

III 0.8 0.08 

IV 1.0 0.10 

Figure 10 depicts an image of the interparticle distance (𝑟) and radius of influence (𝑅). The distance from the center 

of one particle can influence the other particles. The distance determines the number of particles inside the fluid that are 

affected by this situation. In the MPS method, the major components of the governing equations, like pressure, particle 

velocity, viscosity, and surface tension, affect the particle method calculations. The components of these governing 

equations that control the MPS simulation are discretized using a weighting function in accordance with Equation 9. 

𝑤(𝑟) = {
𝑅

𝑟
− 1 (0 ≤ 𝑟 ≤ 𝑅)

0 (𝑅 ≤ 𝑟)
}  (9) 

 

Figure 10. Interparticle distance and radius of influence of particles 

The pressure value of the particles at the free surface of the fluid is fixed at zero as a directory boundary condition 

of the pressure Poisson equation in the MPS method, but the pressure values of the particles inside the fluid have different 

values [36]. The degree of influence on the particles inside the fluid is determined by the value of the influence radius. 

The influence radius (𝑅) is 2.1 to 4.1 times the interparticle distance (𝑟). Normally, the standard value of the influence 
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radius is 3.1. It is recommended that this value not be changed under normal conditions, as it will reproduce less accurate 

results. This was verified when the influence radius value was changed for pressure and/or viscosity, as the results were 

skewed from an acceptable pattern. However, the change in surface tension showed the correct pattern of results with 

almost equivalent or only slightly different output values. At the setting of the MPS simulation, the assumption was 

made that the surface tension force acting on the surface of the soil sample was negligible, and thus, was not included 

in the calculation. However, the same condition cannot be applied to other fluids with sufficient mobility. Since the 

objective of this study is to establish the basic simulation parameter values for the MPS simulation, all probable scenarios 

must be established. Thus, the authors have attempted to study the changes in the patterns of the output results for 

different values of influence radius in surface tension.  

Figure 11 presents the yielding stress and strain results for Sample 1 for the different values of influence radius for 

the surface tension. The simulation was conducted for the interparticle distance of 0.5 mm and initial time interval of 

0.05 s for all values of influence. Increasing the value of the influence radius had almost no impact on the results, and 

almost the same output values for strength and strain were obtained for any time. However, a decrease in the value of 

the influence radius produced slightly different results. It was more accurate in terms of both the strength and strain 

values with the output unconfined compressive strength of 26.16 kN/m2 at the strain value of 0.82%. This suggests that 

lowering the influence of surface tension increases the precision of the results, which proves that the initial assumption 

of surface tension having a negligible influence on the soil specimen in the unconfined compression test was true. It 

might raise the question as to whether or not the results were improved because of the initial assumption of the surface 

tension being negligible. However, the fact that increasing the value of the influence radius did not impart any influence 

disapproved the initial assumption. 

 

Figure 11. Simulation results of Sample 1 for different values of influence radius in surface tension 

4.2. Sensitivity Analysis of Parameters Related to Bi-Viscosity Model 

The major influencing parameters of the bi-viscosity model are plastic viscosity, yield value, critical shear strain, 

and yield parameter, as defined in Equation 6. The yield value for the simulation was taken to be half of the uniaxial 

compressive strength of the sample [27]. In addition, it was hypothesized that the yield value in the bi-viscosity model 

corresponds to the shear strength and equals approximately half the unconfined compressive strength according to 

Mohr’s Coulomb failure criteria [8]. However, a simulation was conducted to verify whether or not this would be true 

for the simulation parameters in this study. A study for the yield parameter has already been done [26]; thus, the present 

study will not conduct a separate study for the sensitivity analysis of the yield parameter. As for the remaining 

parameters, a sensitivity analysis for both Samples 1 and 2 was performed. The simulation was conducted with the MPS 

setting of an interparticle distance of 0.5 mm, initial time interval of 0.05 s, and radius of influence of 3.1 times. 

Figures 12 and 13 show the results of the sensitivity analysis of Samples 1 and 2, respectively, for the plastic 

viscosity, compared to their respective target data characteristics at different strain values. The yield value of 12.9 kN/m2 

and critical strain rate of 0.000129 s-1 were set for Sample 1. Meanwhile, the yield value of 19.743 kN/m2 and critical 

strain rate of 0.00012 s-1 were set for Sample 2. In both cases, the values for the yield parameter were adjusted in order 

to change the values of the plastic viscosity. Table 4 presents the cases of the analysis conditions used for this sensitivity 

analysis. However, the results for both cases confirm that the influence of this particular directly proportional 

relationship of plastic viscosity and yield parameter might be negligible in the generation of the output results. It was 

found that the output results were almost equivalent for all plastic viscosity values of both samples when the yield value 

and critical shear strain were kept constant. Therefore, it is impossible to determine the plastic viscosity value under 

these analysis conditions; it needs to be studied in detail for other patterns of analysis conditions. The plastic viscosity 
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is expected to have a directly proportional relationship with the yield parameter, as suggested by Equation 6. However, 

it might be possible that the plastic viscosity value is linked to the yield parameter value by a negligible amount only. 

Therefore, it becomes essential to establish the influence of the dependency of the plastic viscosity value on other 

parameters in order to determine the exact value. 

 

Figure 12. Sensitivity analysis results of plastic viscosity for Sample 1 at different strain values 

 

Figure 13. Sensitivity analysis results of plastic viscosity for Sample 2 at different strain values 

Table 4. Conditions for plastic viscosity sensitivity analysis 

Sample Other parameters Plastic viscosity (Pas) Yield parameter 

1 
Yield value = 12.9 kN/m2 

Critical strain rate = 0.000129 s-1 

10000 0.0001 

8000 0.00008 

3000 0.00003 

800 0.000008 

2 
Yield value = 19.743 kN/m2 

Critical strain rate = 0.00012 s-1 

26324 0.00016 

19743 0.00012 

13162 0.00008 
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In a previous study, Shakya & Inazumi [26] concluded that plastic viscosity has a directly proportional 

relationship with the unconfined compressive strength if the yield value and yield parameter are kept constant. It can 

be inferred that the plastic viscosity value, when changed by adjusting the critical shear strain, significantly 

influences the output results.  

Therefore, it can be deduced that the plastic viscosity is influenced by the critical shear strain. This case will be 

discussed further in a sensitivity analysis of the critical shear strain, in which the critical shear strain value will be 

changed by adjusting the plastic viscosity. Next, to deduce the relationship between plastic viscosity and the yield value, 

it is important to notice the relation between plastic viscosity and the unconfined compressive strength. Since an increase 

in plastic viscosity results in an increase in unconfined compressive strength [26], and the fact that the yield value is 

generally taken as half the unconfined compressive strength [27], it can be concluded that the yield value is influenced 

in a direct proportional relationship by the plastic viscosity, which is in agreement with the concept suggested by 

Equation 6. However, when the particle sizes are changed, the same output unconfined compressive strength value is 

obtained for the much lower value of plastic viscosity [14]. Hence, it can be further deduced that this particular direct 

proportional relationship might only be moderately influential on the output results. Therefore, it is highly probable that 

linking the values of the plastic viscosity and critical shear strain together might be the most highly influential analysis 

pattern in the output results. 

Figures 14 and 15 show the sensitivity analysis results for Samples 1 and 2, respectively, for different critical strain 

rate values. In this sensitivity analysis, the yield parameter and yield value were kept constant, and the values for plastic 

viscosity were adjusted in order to change the critical shear strain value for the Sample 1 model. Meanwhile, the yield 

value and plastic viscosity were kept constant, and the values for the yield parameter were adjusted in order to change 

the critical shear strain for the Sample 2 model. It has already been proven, from the results of Figures 12 and 13, that 

the result pattern will be the same, regardless of the simulation model, if the analysis conditions are constant and the 

varying parameter types are the same. For these sensitivity analyses, the yield value was selected as half of the 

unconfined compressive strength.  

For Sample 1, a sensitivity analysis was conducted with a yield value of 12.9 kN/m2 and yield parameter of 0.0001, 

and the value of the plastic value was adjusted in order to change the critical shear strain value rate based on Equation 

6. It was deduced that this relationship should greatly influence the output results based on the study by Shakya & 

Inazumi [26], which was proven to be true, as shown in Figure 14. It was observed that the most accurate result was 

obtained for the critical strain rate value of 0.000129 s-1. However, the critical strain values of 0.000108 s-1 and 0.000086 

s-1 also provided satisfactory results. The value of the unconfined compressive strength increased and the strain value 

decreased for the lower value of critical shear strain. On the other hand, the critical shear strain value around 0.000258 

s-1 was not even similar to the correct curve characteristics of Sample 1. Thus, it may be deduced that the correct value 

for the critical shear strain might be around 0.000129 s-1.  

 

Figure 14. Patterns of sensitivity analysis results for critical shear strain in Sample 1 
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Figure 15. Patterns of sensitivity analysis results for critical shear strain in Sample 2 

Meanwhile, for Sample 2, a sensitivity analysis was conducted with a yield value of 19.743 kN/m2 and plastic 

viscosity value of 13162 Pa·s, and the value of the yield parameter was adjusted to change the values of the critical shear 

strain. The reason for selecting the yield parameter as the parameter to be adjusted, in order to change the critical shear 

strain, was to compare the degrees of influence for different sets of varying and constant parameters in the sensitivity 

analysis. Shakya & Inazumi [26] provided the general guideline for selecting the values for the yield parameter. The 

simulation itself was successful for yield parameter values below 1/1000 only, namely, values below 1/10,000 imparted 

very little influence, but a similar result pattern [26]. A similar pattern in the critical shear strain sensitivity analysis 

results was observed for Sample 2 where the accuracy of the stress-strain curve increased for lower values of critical 

shear strain. As for the yield parameter values, they were selected as 0.00007, 0.00008, and 0.0001 for the critical shear 

strain values of 0.00011 s-1, 0.00012 s-1, and 0.00015 s-1, respectively. The conclusion by Shakya & Inazumi [26], 

regarding a yield parameter value around 1/10000, that provides the optimum result, was verified by this result, as it can 

be observed that the precision of the result increased for the lower values of the yield parameter value, but still 

approximately equaled 1/10000. However, it is also important to note the degree of influence when studying the 

sensitivity analysis. It can be observed that the stress-strain curve characteristics do not exactly resemble the benchmark 

curve characteristics, unlike what was seen for the other assessment results. This indicates that the direct relationship of 

the critical shear strain and the yield parameter might only be moderately influential on the output results. As for the 

adjusted sensitivity analysis with the remaining yield value, no study was conducted because the yield value will be 

known for a known soil sample and, if necessary, the influence on the output results can be deduced from the pattern of 

previous results. The critical shear strain and yield value should have a direct proportional relationship, but their 

influence on the output results might be negligible. It has already been established that the critical shear strain, linked 

with the plastic viscosity as the varying parameter, has the highest influence. And, a similar pattern of the yield value 

linked with the yield parameter must be the most influential on the output results. This hypothesis will be checked and 

discussed in a sensitivity analysis of yield values. 

It is important to notice that the critical shear strain value of 0.000108 s-1 for Sample 1 and the critical shear strain 

value of 0.00011 s-1 for Sample 2 provided satisfactory results, but not the most optimum results. This is approximately 

1/100 times the magnitude of the experimental strain values for Sample 1 (0.7%) and Sample 2 (1.67%). This was the 

pattern observed for the samples utilized in this study only; thus, it might not hold true for all incompressible fluids and 

cannot be established as a standard relationship. However, it can be useful as a time-reducing guideline to determine the 

actual material parameter.  

Figure 16 shows the output results for the sensitivity analysis of Sample 1 for the yield value. Although the general 

theory behind the selection of the yield value, as half of the unconfined compressive strength, has already been 

established [27], the simulation for Sample 1 was conducted to verify the results. The input values for the plastic 

viscosity and critical shear strain were kept constant throughout the simulation, and the value for the yield parameter 

was adjusted for each simulation based on Equation 6. It was observed that the unconfined compressive strength and 

strain values increased with an increase in the yield value, but the optimum value was observed for the value equal to 

half of the unconfined compressive strength. Hence, these findings prove that the results determined for the other 

sensitivity analysis are also true. Here, the previous hypothesis made about the yield value, when adjusted with the yield 

parameter, imparts the greatest influence on the output results during the sensitivity analysis of the critical shear strain 
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also proven to be true. Therefore, it is recommended that the yield value be linked with the yield parameter, and the 

plastic viscosity with the critical shear strain, to determine the exact value of each parameter during the simulation. 

Table 5 presents a summary of the conditions used in the sensitivity analysis. Meanwhile, Table 6 shows a summary of 

the inter-relationship between each major parameter of the Bingham fluid bi-viscosity model based on the theoretical 

relationship and observed influence on the simulation results. 

 

Figure 16. Patterns of sensitivity analysis results for yield values in Sample 1 

Table 5. Summary of conditions for sensitivity analysis 

Sensitivity 

analysis 

Simulation 

model 
Constant parameter Varying parameter Cross Ref. 

Plastic 

viscosity 

Sample 1 
Yield value = 12.9 kN/m2 

Critical shear strain = 0.000129 s-1 Yield parameter is adjusted to change plastic viscosity Figure 12 

Sample 2 
Yield value = 19.743 kN/m2 

Critical shear strain = 0.00012 s-1 
Yield parameter is adjusted to change plastic viscosity Figure 13 

Critical shear 
strain 

Sample 1 
Yield value = 12.9 kN/m2 
Yield parameter = 0.0001 

Plastic viscosity is adjusted to change critical shear strain Figure 14 

Sample 2 
Yield value = 19.743 kN/m2 

Plastic viscosity = 13162 Pas 
Yield parameter is adjusted to change critical shear strain Figure 15 

Yield value Sample 1 
Plastic viscosity = 8600 Pas 

Critical shear strain = 0.00012 s-1 
Yield parameter is adjusted to change yield value Figure 16 

Table 6. Summary of results for sensitivity analysis relationship 

Sensitivity 

analysis 
Other parameters 

Theoretical 

relationship 

Influence on 

simulation results 
Cross Ref. 

Plastic 

viscosity 

Critical shear strain Inversely Highly Simulation results (Figure 14) 

Yield value Directly Slightly Shakya & Inazumi (2023) 

Yield parameter Directly Negligible Simulation results (Figures 12 and 13) 

Critical shear 

strain 

Plastic viscosity Inversely Highly Simulation results (Figure 14) 

Yield value Directly Negligible Deduced from pattern 

Yield parameter Directly Slightly Simulation results (Figure 15) 

Yield value 

Plastic viscosity Directly Slightly Shakya & Inazumi (2023) 

Critical shear strain Directly Negligible Deduced from pattern 

Yield parameter Inversely Highly Simulation results (Figure 16) 

Yield 
parameter 

Plastic viscosity Directly Negligible Simulation results (Figures 12 and 13) 

Critical shear strain Directly Slightly Simulation results (Figure 15) 

Yield value Inversely Highly Simulation results Figure 16) 
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Although exactly the same stress-strain curve characteristics as those of the target sample soil could not be not 

reproduced in either simulation, the obtained results comprise a guideline for further studies on the determination of the 

exact material parameter values. Thus, using the previous results as a guideline, the authors attempted to recreate the 

exact stress-strain relationship for both samples. Figures 17 and 18 provide the stress-strain relationship reproduced for 

Samples 1 and 2, respectively. It was observed that the strength and strain values were approximately equal in both 

cases, but that the curve characteristics were not exactly the same at all phases. A graph of the simulation results was 

plotted for the data consisting of 1-second time intervals, and the formation of minute fluctuations in the curve 

characteristics could have been avoided for a dataset consisting of longer time intervals. 

 

Figure 17. Comparison of experimental and simulation stress-strain curve characteristics for Sample 1 

 

Figure 18. Comparison of experimental and simulation stress-strain curve characteristics for Sample 2 

Although this study included a sensitivity analysis of the critical shear strain, the obtained value is not directly 

inputted during the MPS simulation setting. However, the yield value, plastic viscosity, and yield parameter must be 

inputted directly, and these parameters are directly related to the critical shear strain, as shown in Equation 6. From this 

study, it was verified that the critical shear strain should be lower for a higher degree of accuracy and that the value of 

the yield parameter should also be lower. The theory suggesting that the yield value be equal to half of the unconfined 

compressive strength has been verified in this study and, considering the relationship between the parameters of the bi-

viscosity model, the value for plastic viscosity must also be higher. 
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5. Conclusions 

This study was solely focused on the MPS simulation results of unconfined compression tests generated by the 

different input parameter values. The stress-strain characteristics of two undisturbed soil samples, belonging to the soil 

and sand categories according to the USDA soil classification, were used as the target values. The results of the study 

can be divided into two major parts: i) determination of the optimum interparticle distance and initial time interval for 

the MPS simulation, and ii) sensitivity analysis of the parameters of the bi-viscosity fluid that influences the results. The 

major conclusions are summarized below. 

 Calculations of pressure and viscosity for incompressible fluids by a MPS simulation should be carried out under 

the implicit method for higher precision. 

 Lower values for the interparticle distance generate higher accuracy in the output results. It is desirable to conduct 

the simulation at an interparticle distance equal to the average dimension of the soil particles. However, it is 

important to consider the calculation load during the simulation, as lowering the interparticle distance will increase 

the calculation load. 

 The precision of the output results increases with a lower initial interval time value. This value will be treated as 

the time increment value at which the calculation is carried out. The combination of interparticle distance and 

initial time increment determines the accuracy and precision of the MPS simulation. Generally, the combination 

of the interparticle distance of 0.7 mm and the initial time interval of 0.07 s or less will produce output results with 

satisfactory precision. 

 Changing the default value of the radius of influence is generally not recommended. However, in certain 

simulations, such as those of unconfined compression tests on soil similar to that used in this study, where 

decreasing the value of the influence radius for surface tension generated slightly better output results, such a 

change is recommended. 

 The parameters under which the sensitivity analysis for plastic viscosity was conducted in this study generated 

negligible influence. However, it was deduced that the reason for this lies in the change in input value of the yield 

parameter to maintain the constant critical shear strain. Therefore, it is recommended that the input yield parameter 

value be set according to the yield value and that the plastic viscosity value be set according to the critical shear 

strain value. 

 It was observed that the accuracy of the simulation increased for lower values of critical shear strain. The critical 

shear strain value at which the optimum result was obtained is approximately 1/100 times the magnitude of the 

failure strain value. Thus, as a guideline, it is recommended that the critical shear strain value calculated from the 

failure strain be input. Considering this research as a case study, the critical strain value for Sample 1 should be 

around 0.00007 s-1, while that for Sample 2 should be around 0.000148 s-1. 

 As this study verified that the yield value is half of the unconfined compressive strength, it can be used as 

established knowledge in future studies. 

This study was centered on two different samples, which possessed a form and did not flow at the time of the 

simulation. Therefore, these values are recommended for the solid state of the bi-viscosity model only. The parameter 

values recommended in this study should only be used for soil samples with equivalent physical and mechanical 

properties. Moreover, unlike other parameters, the exact value of the plastic viscosity was not determined due to the 

time constraints of the study. However, guidance has been provided for determining the plastic viscosity value, 

considering the influencing parameters and the approximate degree of influence. It is suggested that these recommended 

values be verified if they need to be used for soil samples with different properties.  

The samples used in this study were undisturbed samples; thus, Sample 1, despite belonging to the clay category 

according to the USDA soil classification, had lower unconfined compressive strength. Additional studies might be 

necessary for reconstituted or compacted clay samples that have higher unconfined compressive strength. Therefore, it 

will be necessary to verify whether or not the recommended values produce the same degree of precision for these other 

soil particles. It is expected, however, that the trend of each parameter described in this study will hold true for all soil 

types, with the exception of a small marginal error depending upon the simulation criteria. As for the precision of the 

results, despite an attempt to perform the simulation using parameters identical to those of the experimental soil 

specimens, the presence of unknown factors and the inability to perform the simulation at the actual soil size might have 

resulted in a slight discrepancy. Moreover, there was a limited calculation capacity, which compelled the analysis 

conditions to be adjusted such that the number of calculation particles would not exceed the limit that caused the 

simulation to fail. In conclusion, future studies should be focused on refining the actual parameter values and increasing 

the database for the different types of soil while considering the limitations of the simulation. 
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